Statistics AP Unit 1: Organizing Data

Unit 1: Organizing Data: Look for Patterns & Departures from Patterns

Chapter 1: Exploring Data

1.1A: Displaying Distributions with Graphs

Individuals: - commonly known as “subjects” in a statistical study.
- can be people, animals, or other items.

Variables: - the data that are measured in the study.
- must be well-defined and common units must be decided before doing the survey.

1. Categorical Variables: - variables with non-numerical values.

Example: Yes or No, Colour Preference

2. Quantitative Variables: - variables with non-numerical values.

Example: Exam Scores, Heights
There are two ways to do a proper Exploratory Data Analysis:

1. Examination of Variables BEFORE Studying Relationship among the Variables.
2. Examination of Graphs BEFORE Summarizing Specific Aspects of the Results Numerically.

Distribution: - a graph that properly display the patterns and relationships between individuals and
variables or amongst variables.

To display Categorical Variables, it is best to use Bar or Pie Chart:

Bar Chart: - for Non-Continuous categories Pie Chart:
(bars can be switched around in
different order). Thus, gaps
between bars must be shown.

Interior Sector Angle = % of Population x
00%

Favourite Music
Favourite Music

45% - . .
e 40% R&B Classical
o
0,
35% | 12% 10%
o 30%
2 30% -
Q.
g 25% -
B 20% |
° 0,
o
5% | Rock
0% ‘ ‘ ‘ 33% Pop
Classical Pop Rock R&B
45%

Types of Music Most Listen to
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Unit 1: Organizing Data

Statistics AP

To display Quantitative Variables, it is best to use Dotplots, Histograms, Stemplots, Back-to-Back

Stemplots, or Time Plot:

In order to illustrate the various types of plots, and in subsequent sections, we will use the following data:

Final Marks in Percentage for an Algebra II Class in Suburbia Public School

Student # | Final Mark || Student # | Final Mark || Student # | Final Mark || Student # | Final Mark
1 50 10 56 19 63 28 56
2 32 11 32 20 72 29 9
3 77 12 50 21 67 30 65
4 59 13 29 22 70 31 95
5 65 14 60 23 50 32 34
6 45 15 45 24 68 33 60
7 60 16 43 25 42 34 45
8 55 17 50 26 65 35 61
9 32 18 34 27 50 36 74

Dotplot: - using dots to quickly and plot a range of data.

Final Marks of an Algebra Il Class in Suburbia Public High School

X
X X
X X
X X
X X
X X X X
X X X X X
X X X X X
X X X X X
X X X X X X X
0-10% 11-20% 21-30% 31-40% 41-50% 51-60% 61-70% 71-80% 81-90% 91-100%
Final Marks

Entering Data using TI-83 Plus Calculator:

STAT ENTER

Enter Values

Check if you entered the
Correct Number of Data Values

CALC TESTS L1 Lz Lz 1 L1 Lz Lz 1

?ﬂlt... T N gE

fSortAcL iz iy
21 SortDf i 1
d:Clrlist L
ot setUrEditor -

LIt i=6[E L1Cz6) =7 d
36™ Score entered

Page 2 Copyrighted by Gabriel Tang B.Ed., B.Sc.




Statistics AP Unit 1: Organizing Data

STAT ENTER

Range: - the difference between the maximum and the minimum scores.

Sorting Data using TI-83 Plus Calculator:
Select option 2

STAT 2nd
%!]E.J'EHLE TESTS R RGHRE 0 L1 Lz L3 1
: 1t... o
SortA¢ Eg-.\-- ..........
P SortDr 2 .
o e i Min Score
SiSetllFEditor g: |
ENTER ENTER L =3

Examine the Result

Hold Down o

L1 Lz Lz i
T Range =95% — 9%
- Max Score

Wl

Liizg1 =95

Range = 86%

Histogram: - continuous data on the x-axis.
- bars cannot be in different order, Thus, there are no gaps between bars.

To plot Histogram on TI-83 Plus Calculator:

1. Because we are plotting from a set m Flotz  Flokz
of data, not from an equation, we |L_-':'|_1 "Lz f o NI EEFL L=
have to turn on STAT PLOT. 2iPlot2. 0ff e o P

el Lz e alistily
2nd STAT PLOT EH EDL:.-SEEFF . Select Frex:il
Y = 4.lP1ot=0ff Histogram

2. Use ZoomStat to then fine tune Windows

estimate Window E%EDDHEHBEHJ x Pein Xmax; Xscl mkI{HEIEEEI
Settings 4:Z0ecimal V: [Ymins Ymaxs Vsl ogw=100
i andar min=-
) |
i s lnteder x: [0, 100, 10] =e1=
Select Option 9 >ERiZoonStat y:[-5,10, 1] nress]
3. Graph 4. {;:‘rcii to Fi:L1
Histogram y
I I
1 — o] —
min=z0
x40 n=kt
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Unit 1: Organizing Data Statistics AP

QOutlier: - data point outside the general pattern of the graph.
- Note: the scale used in both axes can affect identification of outliers.

Final Marks of an Algebra Il Class in Suburbia Public High School

| Possible
10 1 Possible Outlier
8 | Outlier

# of Students
[e))

0-10% 11-20% 21-30% 31-40% 41-50% 51-60% 61-70% 71-80% 81-90% 91-100%
Final Marks

Describing Distribution

a. Center: - the location of various central tendencies (mean, median, and mode)

i. Mean: - arithmetic average that is easily affected by extreme scores and outliers.

ii. Median: - the middle score when the data are lined up from least to greatest.
- use when there are extreme scores or outliers; not easily affected by them.

iii. Mode: - the most frequent score.
- used often for categorical variable but most often misused.

b. Spread: - how the scores spread out across a given range.

AN

Narrow or Small Spread Wide or Big Spread

c. Shape: - there are various shape to a distribution:

i. Symmetrical: - all central tendencies are the same.

Mean, Median
«— and Mode

e4. Copyrighted by Gabriel Tang B.Ed., B.Sc.

iz



Statistics AP Unit 1: Organizing Data

ii. Skewed: - some extreme scores pull the tail either to the left or the right.
Mean\/ p Mode \\ /Mean
Skewed to the Left Skewed to the Right
(tail trails to the left) (tail trails to the right)
Median

Mean is most affected by extreme scores. Therefore, it is closer to the tail.
Median is less affected by extreme scores. Therefore it is closer to the mode.

iii. Bivariant: - shows two distinct groups of population.

/\

Mean and Median

Mode

Group 1 of the Population Group 2 of the Population

1.1A Assignment: pg. 9 #1.3; pg. 16—17 #1.5 and 1.7
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Unit 1: Organizing Data Statistics AP

1.1B: Displaying Distributions with Graphs (Continued)

Stemplot: - similar to the dotplot; appears sideways and using digits instead of dots.

Final Marks in Percentage for an Algebra Il Class in Suburbia Public School

Stem Leaf
019
1
219
3122244
4 123555
51000005669
6 10001355578
710247
8
915

Rounding: - is allowed when there are two many digits.

Example: 4.782 ——»4.8

8

Splitting Term: - is allowed when there are too many numbers in the stem and the range is small.

D B W

Example:

1233
789999
2344
566

> b W W

Back to Back Stemplot: - when there are two separate groups like male and female.

Example:
Boys (inches) | Height (ft) | Girls (inches)
665432 6 23
11109987 5 2345689
8 4 5789
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Unit 1: Organizing Data

Timeplot: - a broken line graph that plots data against time using at least two columns.

Example: Use the following table to graph a timeplot.

Year 1970 | 1972 | 1979 | 1983 | 1988 | 1990 | 1994 | 1996 | 1999
Canadian Inflation Rate | 12.3% | 9.1% | 8.7% | 4.3% | 5.1% | 3.5% | 2.8% | 1.9% | 1.2%
To plot Timeplot on TI-83 Plus Calculator:
1. Enter the two columns 2. Turn Off Plot 1, turn On Stat Plot 2 and select Timeplot
in L; and Ls 2nd STAT PLOT
STAT ENTER
B | e | Bl
3y 1aay | 3E oLc.. Ly —
L=“Lz Lz o wlistil
@ | TiFTot3. 0fF Plistise———1 UseL,andL;
e 1839 L1 Lz = Mark: B + -
Lz =1, 2 d4.LPlots0fF \
\
3. Set Windows Plot 1 Off 2nd | ) 2nd |
x: [1970, 2000, 5] 4. Graph
y: [0, 14, 2] WINDOW Timeplot [
WIHOOL
E¥min=1970
Bmax=2AE8
#acl1=5
Ymin=A
Ymax=14
Ve l=2
Hres=1
Canadian Inflation Rate
14.00%
12.00%
8 10.00%
&5 il
< 8.00%
° -
E 6.00%
£ 4.00%
2.00%
OOO% T T T T T T T T T T T T T T T T T T T T T T T T T T 1
1970 1975 1980 1985 1990 1995 2000
Year
1.1B Assignment: pg. 25-28 #1.15, 1.17 and 1.19
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Unit 1: Organizing Data Statistics AP

1.2A: Describing Distributions with Numbers

Measuring Center

1. Mean (X): - the arithmetic average
- mean is Non-Resistant (easily affected) by extreme scores.
- skewed distribution pushes the mean towards the tail of the scores.

X X, Xttt X,

l@ | Summation of all x
X= «—
n

Example: Determine the mean of the Final Marks in Percentage for an Algebra Il Class in Suburbia
Public School from section 1.1A.

X =

To find the Mean using TI-83 Plus Calculator:

STAT ENTER
Select CALC on Menu

= 1-Var Stats
T T FoTang toddi—
fo-li3e Sfats Tre=112064
S Med-=Med Sx=16.61EE8597
dilinkRegddax+hl Tgx=16. 3842743
E: %ugqﬂﬁgg =35
tCubickRe -
5l pMolenes Select 1-Var Stats

2. Median (M): - the middle score when the data are arranged from the least to the greatest.
- Median is Resistant (not easily affected) by extreme scores.
- Median is closer to the mode compared to the mean in skewed curves.

Example: Find the Median of 3, 5,6, 7,7, 9

Since there are even number of

3, 5, @ 7, 9 scores, we have to average the
two middle scores.
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Statistics AP Unit 1: Organizing Data

Quartiles: - the middle half of a set of scores.

First Quarter Second Quarter Third Quarter Fourth Quarter

of all scores | of all scores | of all scores | of all scores
[ 1 1 1 1
Lowest Score  First Quartile Median Third Quartile Highest Score
(Minimum) (o) (M) (05) (Maximum)

First Quartile (Q,) = Median between (Min) and (M)
Third Quartile (Q3) = Median between (M) and (Max)

Example: Determine the median, first and third quartiles of the Final Marks in Percentage for an Algebra
11 Class in Suburbia Public School from section 1.1A.

The Median is found by averaging out the middle two scores (18" and 19™ scores).
0.29,32, 32, 32, 34, 34, 42, 45,45, 50, 50, 50, 50, 50{55)
@ 6, 59, 60, 60, 60, 61, 63.G5, 63) 65, 67, 68, 70, 72, 74, 77, 95

2

The First Quartile is the middle two scores between the minimum and the 18" score (9™ and 10™ scores).

43+ 45
Q=

The Third Quartile is the middle two scores between the 19" score and maximum (27" and 28" scores).

65+65
Q="

To find the Median, O; and O; using TI-83 Plus Calculator:

STAT .
- Select CALC on Menu  [EOAEN DN o many times

EOT TESTS e LTS
551— ar Stats e Do

F-ar Sfafs L
ZiMed-Mead H1a_55 5
d:LinReafax+b) EE—ES S e
e M asA=o5

ubickEe Select 1-Var Stats
7LEuartReg
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Unit 1: Organizing Data Statistics AP

Five Number Summary: - Min, 0, M, O3, Max

Interquartile Range (IQR): - the range between Q; and Qs.

Boxplot: - a plot that graphically show the five number summary.

Min Max
O M 0s

-~

IOR = 05— 04

Example: Create a boxplot and the IQOR for the Final Marks in Percentage for an Algebra Il Class in
Suburbia Public School from section 1.1A.

Min =9 Max =95
0, =45 M =555 0;=65

IOR = 03— Oh
10R = 65 - 45

To plot a Boxplot using TI-83 Plus Calculator:
1. Turn Off Plot 2, turn On Stat Plot 1 and select Boxplot 2. Use ZoomStat to estimate

Window Settings
ENTER /

STAT PLOT

ZOOM o

ﬁi MEMORY
F'1-:-I:2 Flat 2nd Pt
4:F0ecimal

E 5: 2540are
®listi L1 % %%tagdard

2T
FLaE \ Use L; 2 ZInteger
e ZoomSt.at.
Plot 2 Off Select Option 9
GRAPH

3. Graph Boxplot 4. Trace to Verify

T TRACE :”:“ HE

O 0.
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Statistics AP Unit 1: Organizing Data

Using I0R to test for Outliers

Outlier is defined when a score (x) is:
x>(AS5xIQR)+ Q5 or x<Q; —(1.5xIQR)

Basically, it is an outlier when it is located 1.5 times IQR above Qs or below Q;.

Example: Determine if the minimum and the maximum is an outlier for the Final Marks in Percentage for
an Algebra Il Class in Suburbia Public School from section 1.1A.

Min =9 Max =95
0,=45 M=555 Q3=65
IOR =20
For the minimum at x = 9: For the maximum at x = 95:
9<Q;—(1.5xI0R) 95> (1.5 x IOR) + Qs
9<45—-(1.5x%x20) 95> (1.5 x 20) + 65
O 9<15 O 95<95

Therefore, the minimum 9 is an outlier and the maximum 95 is not.

Modified Boxplot: - a boxplot that excludes outliers as tested by /QOR.

To plot a Modified Boxplot using TI-83 Plus Calculator:
1. Turn On Stat Plot 1 and turn Off Other 2. Use ZoomStat to estimate 3. Graph Modified Boxplot

Plots, and select Modiﬁe? Boxplot Window Settings
GRAPH

snd ﬁ.ﬂ Elate Jrors ZOOM o
HFEe

%i MEMORY
STAT PLOT HllE-‘L \ oom Ot

Fre=:l Use [#:Z2D0ecimal
Mark: B + - B o Z5Nuare S
L, |6 25tandard Outlier |
FTiZTrig .
_ g: ZInteger
Select Option 9 ———,|EMZoomStat.
4. Trace to Verify T 1.2A Assignment:
: pg. 34 #1.25
or : pg. 36-37 #1.27 and 1.29
: pg. 42 #1.33
minH=8
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Unit 1: Organizing Data Statistics AP

1.2B: Describing Distributions with Numbers (Continued)

Measuring Spread

1. Variance (s°): - average of the squares of the deviation, (x,. - )_c)z ,

differences between each scores and the mean

| Need to Square the

or . .
1 @‘/ deviation because
B 2 > (s, - ¥)=0

Degree of Freedom (rn — 1): - only n — 1 scores can vary freely from the mean.

2. Standard Deviation (s): - a measure of how spread out the scores are from the mean.

1 <«—}— Need to take the Square Root
—\2 .
s, = \/ Z(x,. - x) or s, to return scores to their

n-1 original dimensions.

Example: Determine variance and standard deviation for the Final Marks in Percentage for an Algebra I1
Class in Suburbia Public School from section 1.1A.

1. Find the mean, x =53.3333 2. Substitute into the variance formula.

(e, =)
EQEm

e (9- 5331n +(29-53.3333)° +(32-53.3333)" +...+(95-53.3333)’

361

toiar siakso.-
§;=1-§2@ Use L, = “L; — 53.3333” Use L3 = “L, > for square
T - P for deviation (v, - %) of deviation (x; - )’
ogx=16. 3842743
Lh=36 L IEE z L1 Lz #|H® &z
ETEr] g -4y 33 | 19654
-24.33 o -z4.33 | EBzAd
-2133 3z -r1 3% | 4EE 1]
2153 ¥ -21.3% | 4EE1]
ie -2 5% ie -215% | yEEQ
3y -18.33 3y -18.33 | =737
3y -18%% 3y -183% | 3r3E
Cursor must be on the |Lz="L1-53.3333" Lz ="Lze"
column heading before tb d
entering formula mustbe use ALPHA MEM ¢
to enter formula
+
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Statistics AP Unit 1: Organizing Data

Sum up column L3 to acquire 2 X; x Finally,
Lz s? :L (x. —)_c)2
LIST . i
STAT 52 =1 (9664)
36-1
Select MATH_on Menu 5um'iL3 2
HAMES OPS [EENNS
liming . L.
2imaxt For Standard Deviation,
S MEany 7
Select ??Smed%an'i Sy = \/g
Option 5~ >|ZEI=LM
i gduln 1o -\ =4/
it dDeut Y(x,—x)=9664 S =Vv276.1143

To find Standard Deviation using TI-83 Plus Calculator:

STAT ENTER
Select CALC on Menu

Stats
T T e
VR AN Trr=i12064
JtMed—Med Sx=l6. 61665597
dilinkeadax+hl ogx=16. 3842743
E %uEdEﬁgg Lh=36

ubicke -

Siguolehes Select 1-Var Stats

Properties of Standard Deviation

» s, should only be used when the mean, X , is decided as the center. This is due to the fact that standard
deviation is depended on the mean.

» s, =0 happens when all scores are the same. There is no deviation.

» s, is very non-resistant to extreme scores because its calculation is based on the value of the mean.

AN

Small Standard Deviation Big Standard Deviation

1.2B Assignment: pg. 46—47 #1.35 and 1.37; pg. 50-51 #1.41, 1.43 and 1.45

Chapter 1 Review Assignment
pg. 53-60 #1.49, 1.51, 1.53, 1.55 and 1.59
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Unit 1: Organizing Data Statistics AP

Chapter 2: The Normal Distribution

2.1A: Density Curves

Density Curve: - a smooth curve that replaces a histogram in order to represent a large set of data.
- area under the curve represent proportion of scores or percentage of population.
- entire area of the curve is 1 or 100%

1. Mean of Density Curve (u): - uses different symbol because it represents a large population.

2. Standard Deviation of Density Curve (o): - again the different symbol denotes a large
population.

3. Median of Density Curve (M): - for symmetrical curves, mean, median and mode is at the
same place, in the middle.

- for skewed curves, the median is often closer to the mode

(peak) of the curve, whereas the mean is closer to the tail.

Svmmetrical Density Curve

Mean, Median
/ \
Skewed Density Curve
Mean\ /’)< Mode \\ /Mean
Skewed to the Left Skewed to the Right
(tail trails to the left) (tail trails to the right)
Median

Median halves
the population

Mean is at the
balance point of
the curve

50% of
Population | Population
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Unit 1: Organizing Data

Simulation: - an experimental to generate data in order to compare with theoretical probability.

randInt (Random Integer): generates and displays a random integer within a specified limit and trials.

randInt (Lower Integer Limit, Upper Integer Limit, Number of Trials)

To access randInt:

1. Press LGNS

2. Use to access PRB

/?Par—lgr{lﬁt': .
3. Select Option 5 = - AnArorm

H HUM CP¥ |d&=
F'r*
Lt

MAT
1:iran
2
-y
gz !

rarandBin

Example 1: Using the TI-83 Plus, run simulations of rolling a 6-sided dice 120 times, and graph the result.

1. randInt(1, 6, 120) and store results in L,

m\randxntu,a, T2
Lz

2nd

L

ee 14331

ENTER

3. Turn ON Stat Plot to Histogram

2nd

| Select
e Histogram

H115+:,-L2<\\ 2nd L,

2. Check L, to see the results

L1 L& L= Z
STAT o | ______
=2 B
e i
£a Ll
ENTER JEEERE
Bo 1
Lziii=&

4. Set Windows

I.I.I:}::HDDI.I.II x[1,7,1]
Hﬁéﬂ =7 y: [-5, 25, 5]
nscl=1
Ymin=-S . X;nax Must be
$2§T2%5 one more than
Bres=1 the upper

integer limit

GRAPH
5. Graph the Histogram -

2.1A Assignment: pg. 71-72 #2.1, 2.4 and 2.5
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Unit 1: Organizing Data Statistics AP

2.1B: Normal Distribution

Normal Distribution (Bell Curve): - a symmetrical density curve that has been normalized for standard
use and exhibits the following characteristics.

The distribution has a mean () and a standard deviation (o).

The curve is symmetrical about the mean, median and the mode.

The standard deviations (o) are at the inflection points on either side of the curve.

Most of the data is within £3 standard deviation of the mean.

The area under the curve represents probability. The total area under the entire curve is 1 or 100%.
The probability under the curve follows the 68-95-99.7 Rule.

The curve gets really close to the x-axis, but never touches it.

NAME W=

Concave
Up

Concave
Up

4—-6 u p+o

Common Usage in Statistics due to:

1. Good Description for Real data.

2. Good Approximation of Chance Outcome (Experimental Simulations match Theoretical
Calculation).

3. Its Statistical Inference works well for distributions that are roughly symmetrical.

Percentile: - percentage of population (Area under the Curve).
Example: Within the top 15 percentile means 15% of the population scored above you and 85% of

the population scored below you.

Raw-Scores (X): - the scores as they appear on the original data list.

z-score (7): - the number of standard deviation a particular score is away from the mean in a normal
distribution.
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Statistics AP Unit 1: Organizing Data

The 68-95-99.7 Rule of the Area under the Normal Distribution Curve

Probability = 95% within £20

\ 4

A

Probability = 68% within 1o

< »
<

34% 34%
0.15%
0.15% AT 13.5% 13.5% \ °
Raw-Score (X)) - 30 u—2o u—1lo i u+tlo UT20 u+t3o
z-Score (z) -3 -2 -1 0 1 2 3

Example 1: The standard 1Q test has a mean of 100 and a standard deviation of 15.

a. Draw the normal distribution curve for the standard IQ test.

Y7

Raw-Score (X) 55 70 85 100 115 130 145

z-Score (7) -3 -2 -1 0 1 2 3
Copyrighted by Gabriel Tang B.Ed., B.Sc. Page 17.




Unit 1: Organizing Data Statistics AP

b. What is the probability that a randomly selected person will have an 1Q score of 85 and below?
11

P(X<85)=P(z<-1)
= 13.5% +2.35% + 0.15%
= 16%

-

——

X 55 70 85 100 115 130 145
7 -3 2 -1 0 1 2 3

c. What is the probability that a randomly selected person will have an IQ score between 115 to
1457

11

Ve

P(115<X<145)=P(1<z<3)
= 13.5% +2.35%
= 15.85%

P (115<X<145)=0.1585

_—

X 55 70 85 100 115 130 145
z 3 -2 -1 0 1 2 3

d. Find the percentage of the population who has an IQ test score outside of the 2 standard
deviations of the mean. Determine the range of the 1Q test scores.

95% of the population P((z<-2andz>2)=100% —95%

@—2andz22)=@

From the bell curve, we can see that the ranges
are
P(z<-2andz>2)=P (X <70and X>130)

&N

The ranges of 1Q test sc@
55 70 85 100 115 130 145 X<70and X > 130

-3 -2 -1 0 1 2 3
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Statistics AP Unit 1: Organizing Data

e. In a school of 1500 students, how many students should have an IQ test score above 130?

_ D

X 55 70 85 100 115 130 145
z 3 -2 -1 0 1 2 3

P(X>130)=P(z>2)
=2.35% +0.15%
P (X>130)=2.5%

Number of students with 1Q score > 130 = Total x Probability
= 1500 x 0.025
= 37.5

@r of students with 1Q score > 130 = 38 st@

2.1B Assignment
pg. 73-77 #2.7, 2.8 and 2.9
pg. 80 # 2.14
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Unit 1: Organizing Data Statistics AP

2.2A: The Standard Normal Distribution

The 68-95-99.7 Rule in the previous section provides an approximate value to the probability of the normal
distribution (area under the bell-curve) for 1, 2, and 3 standard deviations from the mean. For z-scores other
than 1, 2, and 3, we can use a variety of ways to determine the probability under the normal distribution
curve from the raw-score (X) and vice versa.

where = mean, o= standard deviation, X =Raw-Score, z =2z-Score

Normal Distribution Notation NV (#, o)

Example 1: To the nearest hundredth, find the z-score of the followings.

a. X=52,N(4l,6.4) b.  X=75N(82,9.1)

- “TT64 64 - 91 o1

X—u =52—41_11 X—u 2:75—82:—7

Example 2: To the nearest tenth, find the raw-score of the followings.

a.  z=134,N(162,3.8) b.  z=-1.85,N(65,12.7)

X—u X—-u

z=—-— zZ=——

(o) o

134=-X162 185=2-0

3.8 12.7

(1.34)3.8)= X -16.2 (-1.85)12.7)= X —65

5092 =X -16.2 ~23.495 = X 65

5092+16.2=X ~23.495+65=X
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Statistics AP Unit 1: Organizing Data

Example 3: Find the unknown mean or standard deviation to the nearest tenth.

a.  z=-2.33, X=47, and N (84, 0) b z=1.78, X=38,and N (u, 8.2)
X—u X—u
= Z=—

o O
33478 1.78=35"H#

o 8.2
L _41-84 (1.78)(8.2) =38~ u
-2.33 14.596 =38 — u

-37

H1=38-14.596

o

Normal Distribution Curve Summary

ShadeNorm (Zlower, Zupper)
OR

invNorm (area left of boundary)  \0rmaledf (Ziowers Zupper)

. X—p Use Y
Raw Scores o | 7Z-cores TABLE Probabilities
(X —scores) i *1 (Area under the Bell-Curve)
invNorm (area left of boundary, 4, c) ShadeNorm (Xjyyers Xupper, s O)

OR
Normaledf (Xiowers Xuppers s O)
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Unit 1: Organizing Data Statistics AP

Normalcdf (Xiowers Xuppers 14 0) : - use to convert Raw-Score directly to probability with NO graphics.
Normalcdf (Zjoyers Zupper) : - use to convert z-Score to probability with NO graphics

- if Xjower OT Zjower 18 at the very left edge of the curve and is not obvious, use —1 x 10% (—1E99 on calculator).
- if Xypper OF Zyypper 18 at the very right edge of the curve and is not obvious, use 1 x 10% (1E99 on calculator).

To access normalcdf:

1. Press 2nd DISTR ﬁ:ﬁmg?gﬂf‘ﬂ
VARS hiorrmal codf o
: 1hnHarme

4 tPdf s
Sft%dFﬂ

2. Select Option 2 ?lﬁzzggg

ShadeNorm (Xjoyers Xuppers 1 O) : - use to convert Raw-Score directly to probability with graphics.
ShadeNorm (Zj,yers Zupper) : - Use to convert z-Score to probability with graphics

- 1f Xiower OT Zjower 18 at the very left edge of the curve and is not obvious, use —1 x 10% (—1E99 on calculator).
- 1f Xyypper OF Zyypper 18 at the very right edge of the curve and is not obvious, use 1 x 10% (1E99 on calculator).

Before accessing ShadeNorm, we need to select the WINDOW setting.

For ShadeNorm (Xjwers Xuppers 14 0), select a reasonable setting based on the information provided.

For ShadeNorm (Zjyers Zupper), use x: [ =5, 5, 1] and y: [-0.15, 0.5, 0].

Must Clear the Drawing (ClrDraw)

To access ShadeNorm: before drawing or graphing again!

1. Press 2nd DISTR 2. Use to access DRAW To access ClrDraw:
\ALk, OISTHE 1. Press 2nd DRAW
ShadeMarme

PRGM

s Shade_to
EShadeHEi

3
4i Shadef FOINTS 510
/ﬁr‘ﬂr‘aw
iLiner

3. Select Option 1

JiHorizontal
2.Select  3:\art ical
Option 1 |5: Tangent
& OrawF
rlShader
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Unit 1: Organizing Data

invNorm (area left of boundary, 4, G) : - use to convert Area under the curve (Probability directly
back to Raw-Score with NO graphics.

invNorm (area left of boundary) : - use to convert Area under the curve (Probability) back to z-Score

with NO graphics.

To access invNorm:

1. Press 2nd DISTR

VARS

_—

2. Select Option 3

ORAL
s normalrFdf e
25 niormalodf o
1 Harme
s LEdf
S:todf
ErXEpdf o
rlXEcdfy

Using the Table of Areas under the Standard Normal Curve (Complete table on the next 2 pages)

1. Converting z-score to Area under the curve (LEFT of the z-score boundary)
a. Look up the z-score from the column and row headings.

b. Follow that row and column to find the area.

Example: Find P (z < —1.35).

Y
L

3

0.05

z=-1.35 0

2. Converting Area under the curve back to z-score (LEFT of the z-score boundary)
a. Look up the Area LEFT of the boundary from INSIDE the table.
b. Follow that row and column back to the heading and locate the corresponding z-score.

Example: P (z<?)=0.8907
Area = 0.8907,

0.0885

N

2 ~ on/

/

0.8907
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Areas under the Standard Normal Curve

0,09 0.08 007 0.06 0.05 0.04 0,03 0.02 0.01 0,00

0.0002 | 0.0003 | 0.0003 [ 0.0003 | 0.0003 | 0.0003 | 00003 | 0.0003 | 0.0003 | 0.0003
0.0003 | 0.0004 | 0.0004 | 0.0004 | 0.0004 | 0.0004 [ 00004 | 0.0005 | 0.0005 | 0.0005
0.0005 | 0.0005 | 0.0005 [ 0.0006 | 0.0006 | 0.0006 | 0.0006 | 0.0006 | 0.0007 | 0.0007
0.0007 | 00007 | 0.0008 | 0.0008 | 0.0008 [ 0.0008 [ 000059 10,0009 | 0.000% | 00010
00010 | 00010 ] 00011 | 00011 JO.0001 [ 00012 [ 00012 ] 0.0013 | 0.0013 | 0.0013

lad lad Lt e L gy
s I O FE

9100014 | 00014 | 00015 | 00015 00016 | 00016 | 00017 | 00018 | 0.0018 | 0.0019
0.0019 | 00020 | 00021 | 0.0021 | 00022 | 00023 [ 00023 | 0.0024 | 0.0025 | 0.0026
0.0026 | 0U0027 | 0.0028 | 0.0029 | 0.0030 [ 00031 [ 00032 | 0.0033 | 0.0034 | 0.0035
0.0036 | 00037 | 0.0038 | 0.0039 | 0.0040 | 0.0041 [ 0000435 | 0.0044 | 0.0045 | 0.0047
00048 | 0.0049 | 0.005] | 0.0052 | 0.0054 | 00055 | 00057 | 0.0059 | 0.0060 | 0.0062

o0

-
L -

[ R L T
A

LA

0.0064 | 00065 | 0.0068 | 0.0069 | 0.0071 | 0.0073 [ 00075 | 0.0078 | 0.0080 | 00082
0.0084 | 0UO0ET | 0.0089 | 0.009] | 0.009%4 | 0,009 [ 00099 10,0102 | 0.0104 | 0.0107
00110 | 00113 | 00116 | 00119 J 00122 [ 00125 [ 000129 ] 0.0132 | 0.0136 | 0.0139
00143 | 00146 | 00150 [ 0.0154 | 0.0158 | 00162 | 00166 | 0.0170 | 00174 | 00179
00183 | DUO18S | 00192 | 0.0197 | 0.0202 | 00207 (00212 ] 0.0217 | 0.0222 | 00228

[ I VI R U I

o I (O L P [

-
oA

00235 | 00239 | 0.0244 | 0.0250 | 0.0256 | 0.0262 [ 00268 | 0.0274 | 0.028] | 0.0287
0.0294 | 00301 | 0.0307 | L0314 | 00322 | 00329 [ 00336 ] 0.0344 | 0.035] | 00359
00367 | 0U037T5 | 00384 | 0.0392 | 00401 | 00409 [ 00418 | 0.0427 | 0.0436 | 0.0d46
00455 | 0UdBS | 0.0475 | 0L0485 | 0.0495 | 00505 [ 00516 | 0L0526 | 0.0537 | 0.0548
00559 | 00571 | 00582 | 0.0594 | 0.0606 | 00618 [ 00630 | 0.0643 | 0.0655 | 0.066E

oo

L= |

L ]

0.068] | 0.0694 | 0.0708 [ 0L0T2] | 0.0735 | 0.074%9 | 0.0764 | 0.0778 | 00793 | 00808
00823 | DUOE38 | 00853 | 0L0869 | 00885 [ 0.090]1 [ 00918 | 0.0934 | 0.095] | 00968
00985 | 01003 | 01020 | 0L1038 | 01056 | 01075 [ 01093 ] 001112 001131 | 0.1 5]
QU700 | DU TS0 ) 01210 ) L1230 P O1251 [ OULZT1 [ Du1292 ) 001314 | 001335
OU1379 | 001401 | 01423 ) 001446 | 01469 | 01492 [ 001515 ) 001539 | 01562

[ IR OO L P N

01611
01867
02148
0.2451]
0.2776

351001660 P 01685 | O0T7HD [ 00736 [ 001762 | 0L1788 | 0.1814
Q4101922 1 0.1949 | 01977 | 02005 [ 02035 | 0.206] | 0.2090
TP 02206 | 0.2236 | 02266 | 02296 | 02327 | 02358 | 0.2389
B3| 02514 02546 | 02578 [ 02611 | 02643 | 0.2676 | 0.2709
[0 | 02843 | 02877 | 02912 ) 0.2946 | 02981 | 0.3015 | 0.3050

,
d

=
=

o e

o0 = — oo

Lad Foa boa ba —
=1 = —
= b — =

h L D

bed beod pd — —

=
0

J156 | 03192 | 03228 | 032064 | 033000 ) 03336 | 0L3372 | 0.3409
03557 10,3594 | 03632 | D.3669 | 03707 | 03745 | 0L3783
035936 | 0.3974 | 04013 | 0.4052 | 04090 | 0.4129 | 0.4168
04325 04364 | 04404 | 04443 | 04483 | 04522 | 04562 | 04602
04041 | 04681 | 04721 | 04761 J 04301 | 04840 [ D4880 | 0.4920 | 0.4960 | 05000

R e
L]
1 b
—_

DooD DoDoooD o

SOCOS ©SOO9S
e
(%]
=]

oo ko L e
===
lad
o0
=i
O

(¢)
[}
S
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Areas under the Standard Normal Curve

z 0.00 0.01 .02 0.03 0.04 005 0,06 0.07 0.08 009
0.0 | 05000 | 0.5040 | 05080 | 05120 | 05160 | 05199 [ 05239 | 05279 | 0.5319 [ 0.5359
0.1 | 05398 | 05438 | 05478 | 05517 | 05557 | 05596 [ 05636 | 05675 | 05714 | 0.5753
0.2 | 05793 | 05832 | O5ET] | 05910 | 05948 | 05987 [ 06026 | 06064 | 06103 | 06141
03 106179 ) 06217 | 06255 | 06293 | DL633 ] | 06368 [ 0.6406 | 06443 | 0.6480 [ 06517
04 | 0.6554 ) 06591 | 06628 | 06664 | 06700 | 06736 [ 06772 | 0LGEOS | 0.6844 [ 0.6879
0.5 106915 0.69500 | 06985 | 07019 107054 | 07088 [ 07123 | 07157 | 07190 [ 0.7224
0.6 | 07257 1 07291 | 07324 | 07357 | 07389 | 0.7422 [ 0.7454 | 07486 | 0.7517 [ 0.7549
07 07580 ) 07611 | 07642 | 07673 | 07704 | 07734 [ 07764 | 07794 | 0.7823 | 0.7852
0.8 |0.788] | 07910 | 0.7939 | 0.7967 | 0.7995 | 0.8023 [ 0.805] | 08078 | 08106 [ 08133
0.9 | OBIS9 ) 0UBIEG | 08212 | 08238 | L8264 | 08289 [ 08315 | 08340 | 0.8365 [ 08389
LO P OB4EL3 [ 08438 [ O846] | 08485 | 08508 | 08531 | 08554 | 08577 | 0LE599 | 08621
L1 08643 [ 08665 [ 08686 | O8TOR | 08729 | 08749 [ OETTO | 08790 | 0L8810 | 08530
[.2 O8R40 | D8R69 [ O8EES | 08907 | 08925 | 08944 [ 08962 | 08980 | 08997 [ D015
1.3 | 09032 [ 0.9049 [ 09066 | 09082 | 09099 [ 09115 [ 09131 | 09147 | 0.9162 | 09177
L4 109192 0.9207 [ 0.9222 | 0.9236 | 0.925]1 [ 09265 [ 0.9279 10,9292 | 0.9306 [ 0.93]19
L5 | 09332 | 09345 [ 09357 | 09370 | 09382 | 093594 | 0.9406 | 0.94]18 | 0.9429 [ 0.944 ]
1.6 | 09452 | 0.9463 [ 0.9474 | 0.9484 1 0.9495 | 09505 | 0.9515 | 0.9525 | 0.9535 [ D.9545
1.7 | 09554 | 0.9564 | 09573 | 0.9582 | 0.959]1 | 0.9599 [ 0.9608 | 0.9616 | 0.9625 [ 0.9633
Ls [ OS64] [ 09649 [ 09656 | 096064 | 09671 | 09678 [ 09680 | 0L9693 | 0,9699 | 09706
L9 JOST713 09719 09726 | 09732 | 09738 [ 09744 | 09750 | 0.9756 | 0.976] | 0.9767
20 10977209778 | 09783 | 09788 | 09793 | 09798 [ 09803 | 0.9808 | 0.9812 [ 09817
20 09821 | 09826 | 09850 | 098534 | 09838 | 095842 [ 09846 | 0.9850 | 0.9854 [ 0.9857
2.2 | 0986] | 0.9864 | 09868 | 09871 | 08875 | 09878 [ 0.988] | 0L9884 | 0.9887 [ 0.9890
2.3 | 09893 | 0.9896 | 0.9898 | 0.9901 | 0.9904 | 0.9906 [ 0.9909 | 0.9911 | 0.9913 [ 0.99]16
25 1099]8 | 099200 09922 1 09925 109927 | 09929 | 0.9931 | 0.9932 | 0.9934 [ 0.9936
25 | 09938 | 0.9940 | 0.994] | 09943 [ 09945 | 0.9946 [ 0.9948 | 0.9949 1 0.995] | 0.9952
26 09953 | 0.9955 | 09956 | 0.9957 1 0.9959 | 0.9960 | 0.9961 | 0.9962 | 0.9963 [ 0.9964
27 109965 0.9966 | 0.9967 | 0.9968 | 0.9969 | 0.9970 [ 0.997] | 0.9972 1 0.9973 [ 0.9974
28 1099741 0.9975 | 0.9976 | 0.9977 | 09977 | 09978 [ 0.9979 | 0.9979 | 0,9980 | 0.998]
29 | 0998] | 09982 | 09982 | 09983 | 09984 | 09984 [ 09985 | 0L9985 | 0.9986 [ 0.9986
3.0 P OS9RT | 09087 | 09987 | 09988 | 09988 | 0.9989 [ 0.9989 | 0.9989 | 0.9990 [ 0.9990
A1 109990 | 0.999] | 0.999] 1 0.999] 10.9992 | 0.9992 [ 0.9992 | 0.9992 | 0.9993 [ 0.9993
3.2 109993 | 0.9993 | 0.9994 1 0.9994 10,9994 | 0.9994 [ 0.9994 | 0.9995 | 0.9995 [ 0.9995
3.3 | 09995 0.9995 | 0.9995 | 0.9996 | 0.9996 | 0.99906 [ 0.9996 | 0.,9996 | 0.9996 [ 0.9997
34 109997 | 0.9997 | 0.9997 1 0.9997 1 0.9997 | 0.9997 | 0.9997 | 0.9997 | 0.9997 [ 0.9998
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Unit 1: Organizing Data Statistics AP

Example 4: To the nearest hundredth of a percent, find the probability of the following.

a.  P(z<0.62)

normaledf (-1 x 10%, 0.62) ShadeNorm (-1 x 10%°, 0.62)

normalcdfc -1 99, [ 1

9. 520 OR x-{—%?’s 2)5 0]
W rodAr 11663 V- B

AFed=.raezrl
Tow=-1E88 |ur=.Bc

b.  P(z>-12)

normaledf (1.2, 1 x 10”) ShadeNorm (-1.2, 1 x 10°%)
normalcdy < -1.2.1 :[-5,5,1
ES3 OR » [—6 15 2)5 0
. 5349302654 y:[-0.15,0.5,0]

Area=. A48
Tow==1.2 ur=1g89

c.  P(52.6<X<70.6)given N (59, 8.6)

normalcdf (52.6, 70.6, 59, 8.6) ShadeNorm (52.6, 70.6, 59, 8.6)
normalcdt CoZ2. 6.7 x: [0, 100, 10]
E'? 9?8-6:‘ . _002 005 O
LE829234188 OR 7% (L0, B, U]

Ar¢a=.6BE8E:
Taw=EE B UF=r1.56

P (52.6 <X<70.6) =68.29% P (52.6 <X<70.6) =68.29%
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d. P (X<112.3 and X> 140.1) given N (118, 12.8)

# normalcdf (112.3, 140.1, 118, 12.8)
/ hormalodfdl1l2, 3,
148,.1.118. 12,82
Ared = B2TE293142
0.62p8299142
< D P (112.3<X<140.1)=0.6298299142
X 112.3 118 140.1

P(X<112.3 and X> 140.1) =1 - 0.6298299142

P (X<112.3 and X > 140.1) = 37.0%

Example 5: To the nearest hundredth, find the z-score and the raw-score from the following probability.

a. N(28.9,3.28) z=invNorm (0.312)
X =invNorm (0.312, 28.9, 3.28)

d IrwHormea, 312
L 49615855319
315,38
21793

P=31.2% ;
° inuHormia,

=

oo
e

=l

< C z=-049and X=27.29 D>

b. N (82.1,7.42) z=1invNorm (1 — 0.185)
X =invNorm (1 — 0.185, 82.1, 7.42)
‘\\\ imHormt -3, 1550
P(left of the boundgfy) L oOsd4TII5ST
1-0.185 P=0.185 invHormel-6, 185,
S2.1.7.42)
S . S8, FS183232
v X

3

CG=090and X=88.75 >
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c. N(185,11.3)
z1 = invNorm (0.1)

P =80% symmetrical about the mean Xj =invNorm (0.1, 185, 11.3)
LR 128 ser
P=01+0.8209 AN iTUE?rﬁta.1,155,
T 1TE. 5184673
p=1208)_4, \
2
— | \
T G
= —1.28 and X] =170.52
21 22
7z =invNorm (0.9) X, =invNorm (0.1, 185, 11.3) inwMHormcE, 22

1.2815515&7
invHorm{d. 9., 185,

11,35
G.zs and X, = 19@ 199, 4515327

Example 6: There are approximately 12 000 vehicles travelling on a section of Hwy 101 during a non-rush
hour everyday. The average speed of these vehicles is 75 miles/hr with a standard deviation of
12 miles/hr. If the posted speed limit on Hwy 101 is 65 miles/hr and the police will pull people
over when they are 25% above the speed limit, how many people will the police pull over on
any given day?

y7,
\ 25% above 65 mi/h = 65 x 125% = 81.25 mi/h

\ X=8125mi/h, x=75mi/h, o=12mi/h

X 75 mi/h 8125 mi/h P (X > 80.5 mi/h) = normalcdf (81.25, 1 x 10%, 75, 12)
=0.3012414225
tiormalcdf c81,. 25,
199, F"g B % %i e Number of drivers pulled over = Total x Probability
. =12 000 x 0.3012414225
12@@@*%2?4 ==t I :
. 3615 drivers can be pulled over by t@
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Example 7: A tire manufacturer finds that the mean life of the tires produced is 72000 km with a standard
deviation of 22331 km. To the nearest kilometre, what should the manufacturer’s warranty be
set at if it can only accept a return rate of 3% of all tires sold?

)7, P=0.03, £=72000 km, o=22331km

X =invNorm(0.03, 720000, 22331)

imHor
P=0.03 BE, 223
——/
Xkm 72 000 km .

miE. 83 728
2l
29999, 99793

@nty should be set at 30000 km

2.2A Assignment

pg. 92 #2.22, 2.24 and 2.25

Worksheet: The Standard Normal Distribution Curve
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1: Organizing Data Statistics AP

2.2A Worksheet: The Standard Normal Distribution Curve

1.

The mean life expectancy of elephants in a certain protected wilderness area is estimated to be 66
years, with a standard deviation of 4.5 years. In a herd of 255 elephants in this area, how many are
expected to live longer than 75 years?

The masses of 800 female athletes were measured and found to be normally distributed. The mean
mass of these athletes was 55 kg, with a standard deviation of 5 kg.

a. How many of these athletes had masses between 45 kg and 65 kg?

b. How many of these athletes had masses greater than 65 kg?

c. How many of these athletes had masses less than 40 kg?

Calculate the percentage of population for the following z-scores.
a. P(z<1.8) b. P (z<-2.5) c. P(z<0.7) d. P(z<-0.5)
e. P(1.5<z<23) f. P(-1.5<z<25) g P(-1.5<z<-0.5) h. P(-0.5<z<0.5)

A population is normally distributed with a mean of 25.8 and a standard deviation of 1.5. What is the
probability that a randomly selected member of population will have the following measures?
a. greater than 27 b. greater than 28  c¢. greater than 25 d. greater than 22

The mean monthly attendance at a sports arena is 8450, with a standard deviation of 425.
a. What is the probability that the monthly attendance will be less than 8000?
b. What is the probability that the monthly attendance will be more than 9000?

In a sample of 10 000 Florida oranges, the mean is 985 g and the standard deviation of 52 g.
a. What percent of the oranges have a mass between 900 g and 1000 g?

b. How many are expected to have a mass between 900 g and 1000 g?

c. How many are expected to have a mass less than 1000 g?

The mean score on Test A was 65% with a standard deviation of 5%. The mean score on Test B was
63% with a standard deviation of 6%. Stefan achieved 70% on Test A and Renee achieved 68% on
Test B. Which student gave the better performance?

8. Major manufacturing companies operate on the principle of preventative maintenance to avoid a
complete shutdown of the assembly line if a component fails. The lifetime of one component is
normally distributed with a mean of 321 hours and a standard deviation of 23 hour. How frequently
should the component be replaced so that the probability of its failing during operation is less than

0.001?
Answers:
1. 6 2a. 760 2b. 20 2c. 1 3a. 0.964 069
3b. 0.006 209 3c. 0.758 036 3d. 0.308 538 3e. 0.056 083 3f. 0.926 983
3g. 0.24173 3h. 0.382 925 4a. 0.2119 4b. 0.0712 4¢. 0.7031
4d. 0.9944 5a. 0.1448 5b. 0.0978 6. 56.24% 7. Stefan
8. 250 hours
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2.2B: Assessing Normality

Normality: - a measure of how well a set of scores fit the standard normal distribution curve.

Example 1: Using the data below, assess the normality of the Final Marks in Percentage for an Algebra II
Class in Suburbia Public School.

Final Marks in Percentage for an Algebra II Class in Suburbia Public School

Student # | Final Mark || Student # | Final Mark || Student # | Final Mark | Student # | Final Mark
1 50 10 56 19 63 28 56
2 32 11 32 20 72 29 9
3 77 12 50 21 67 30 65
4 59 13 29 22 70 31 95
5 65 14 60 23 50 32 34
6 45 15 45 24 68 33 60
7 60 16 43 25 42 34 45
8 55 17 50 26 65 35 61
9 32 18 34 27 50 36 74

Method 1: Compare Actual Data to Standard Normal Curve’s Area Using the 68-95-99.7 Rule

1. Find the mean and standard deviation. 2. Set up the horizontal axis with raw scores

corresponding to -3 <z<3
1-Var Stats poncIng

0D e S
2x=192H
zxe=112864 | | | | | | L,

I I "

3.3 69.9 86.5 103.1
=36 X—-35 x—-25s X-¢ X xX+s Xx+2s x+s
0 1 2 3

3. Set Windows, Graph Histogram, and Trace

I THOOW Flotz  Flots : 7
AMin=3.5 EDFF : 10
amnax=103.1 gJpes o = N : 6
necl=16.6 o MR HIH |7 : 4
Ymin=-o Alistil . ;
Ymax=13 Frea:l — 1 1 .| .=
Yaol=1 X B5 201367533 69.9 86.5 103
Ares=1 32 1 0 1 2 3
x: [3.5,103.1, 16.6] Xmin = correspondi.ng raw score to z = —3

Xmax = corresponding raw score to z =3

y:[-5, 15, 1] o

Copyrighted by Gabriel Tang B.Ed., B.Sc. Page 31.




Unit 1: Organizing Data Statistics AP

4. Calculate Percentage of Population Within each Standard Deviation

10+14

Between -1 <z < 1: x100% = 66.7%

6+10+14+4

Between -2 <z < 2: x100% = 94.4%

1+6+10+14+4+1
36

Between —3 <z < 3: x100% = 100%

5. Compare to the 68-95-99.7 Rule

The resulting percentages are very close to the 68-95-99.7 Rule (66.7-94.4-100)
Therefore, the scores have a good normality

Method 2: Normal Probability Plot

Normal Probability Plot: - compares the individual observed data (x;) and the z-value of the percentile.
X—u
p

- in a normal distribution curve, z and X form a linear relationship z =

Therefore, a linear plot shows that the scores are close to normality.

1. Compare Mean (x) and Median (M) using 1-Var Stats

1-\ar Stats 1-\ar Stats

f;E?g%%EEEEEE THIEE=9 % =533 Mean and Median
Twe=]12AEd4 G =dd M =555 are fairly close
Sx=l6.61EE628637 Med=55.5

Tx=16.3842743 L:=65

+h=36 Maxs=90

2. Plot Normal Probability Plot

2nd STAT PLOT ENTER 7Z00M ENTER

Use ZoomStat

The plot shows a linear
relationship. Therefore, the
scores have a good normality.

Y =

J-Scores
Flokz  Flots MEMOR" .
0+ ecimal
gFel o L i 2 ZoEuare
HH IR B ZStandard 0 - |
Data ListilL rezZlrida A
Oata Axisig Y =i ZInteder ' i)
Mark: B + - soomst.at. -
Select Normal s coomFit
Probability Plot
2.2B Assignment Chapter 2 Review Assignment

pg. 97-98 #2.27 to 2.30 pg. 102—103 #2.39, 2.41, 2.43, 2.45

Page 32. Copyrighted by Gabriel Tang B.Ed., B.Sc.




Unit 1: Organizing Data Statistics AP

Chapter 3: Examining Relationships

3.1: Scatter Plots

Response Variable: - the dependent variable that measures the outcome of an experiment or a study.
- located on the y-axis of a graph.

Explanatory Variable: - the independent variable where the experimenter changes to observe the change
in the response variable.
- it is used to explain the observed outcome.
- located on the x-axis of a graph.

Scatter Plot: - a plot using dots to show the relationship between an explanatory variable and a response
variable.

/ Mean Annual Temperature versus Elevation in Nevada
25

Title: y versus x -
O
by 20 A . o °®
= s "
- 15 - %
E ’ B
z ny
10 - S
£ ‘-,_ A oo
- L T
5 ...
Response T 5
Variable =
(y_aXis ) I:I T T T T
0 200 1000 1500 2000 2500 Explanatory
Elevation {m) Variable
(x-axis)

Interpretation of Scatter Plots

1. Direction: - whether the graph is positive or negative associated.

a. Positive Association: - generally as x increases, y increases. (x T y 1)
b. Negative Association: - generally as x increases, y decreases. (x T y{)

2. Form: - identified the locations and the reasons for clusters along with the shape.

a. Cluster: - a group of data points.
b. Shape: - whether the dots assume a linear or a curve line.
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3. Strength: - how strong is the relationship between the two variables plotted (as indicated by how close
the points in the scatterplot lie to form a line).

4. Deviation: - identify any outliers that fall beyond the overall pattern.
Example 1: Graph the scatterplot between the number of absences and final scores. Describe the scatterplot
in terms of its direction, form, strength and deviation.

Comparison between Number of Absences and Final Score for an Algebra I Class
in Suburbia Public High School

Student ID | Number of | Final Marks | Student ID | Number of | Final Marks
Number Absences (%) Number Absences (%)
1 3 75 11 2 52
2 6 67 12 3 65
3 8 51 13 3 88
4 1 88 14 4 67
5 2 80 15 8 72
6 4 78 16 1 91
7 10 42 17 0 83
8 7 55 18 2 67
9 3 70 19 3 63
10 5 65 20 4 85

Entering Data using TI-83 Plus Calculator:

AR NI Enter Values

CALC TESTS L1 Lz Lz z
it | R
tSortAL 1 g1
E E?tht g s Check if you entered the
=: SatUrEdi bor : Correct Number of Data Values

Lzizm =25

20" Score entered

To plot Scatter Plot on TI-83 Plus Calculator:

1. Because we are plotting from a set m Flotz  Flaks
of data, not from an equation, we |L.-':'|_1 "Lz 4 o Lo B HF_D’? B L T
have to turn on STAT PLOT. ZiPlotZ OFf " o e

3t FIot3.OFF g
2nd STAT PLOT - [ T Lz a Select Marks - E +
Y = 4.lPlots0f§ Scatter Plot
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2. Set Window by identifying the Minimum
and Maximum Values of Both Variables

amin=a
x: [0, 11, 1]
y: [0, 105, 10]

amax=11
nacl=1
Ymin=A
Ymax=11@
Y= l=1H
Hres=1

3. Graph Scatter Plot JKEIVNd:!

Final Marks versus Number of Absences for an Algebra | Class in
Suburbia Public High School

100
90
80
70
60
50
40
30

Final Mark (%)

20
10

Outlier (2, 52)

Outlier (3, 88)
Outlier (8, 72)

/

Cluster (between 2 to 4 absences)

4

5

6

7 10 11

Number of Absences

Direction: As the number of absences increases, the final mark decreases (Negative Association)

Form: There is a cluster between 2 to 4 abs
The general shape is linear.

ences. (Most students have around 2 to 4 absences).

Deviation: There are 3 outliers (2, 52), (3, 88) and (8, 72). They lie outside the general trend of the

plot.

Strength: Due to the large amount of outliers, 3 out of 20 data points, there is only a weak relation

between the two variables.

3.1 Assignment: pg. 113 #3.5;

pe. 115-116 #3.7, 3.8; pg. 120-121 #3.9
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3.2: Correlation

Correlation (r): - a measure of the strength and direction of the two variables in a linear relationship.

Correlation (r)

_ 1 x,—x|y,-y
r_n—lz( }

S, s,

- the formula gives an average of the product of the standardized value (z) of both
variables.

- when z, and z, have a positive association, they are either both positive and negative.
Their product will always be positive.

- when z, and z, have a negative association, one of them is positive while the other one is
negative. Their products will always be negative.

Properties of Correlation

1. Positive » means positive association. Negative » means negative association. (The sign of » indicates
the direction of the scatter plot.)

2. All correlation has values between —1 < < 1. When r is close to zero, there is very little or no
correlation between the variables. The closer r is equal to —1 or 1, the stronger the relations are between
the two variables.

Perfect Positive Correlation Perfect Negative Correlation High Positive Correlation High Negative Correlation
125 23 2.5 1125
10 =l 0--m B b et - 10----m--m
5] u " EE [ I |
=] L HE EE u
75 73 . TR e e - 75
=] EEE EEE
B ] [ I | ] EEE
5 o 3 L L B B I e - 5 B-E--E--E
= ] EEE EEEE
L]
25 u z5 2 5o M LR ] - 25 EEE
= [] . EEE
= L] [ B | []
0 T T T T 0 T T T T o T T T T 0 r r r r
= » ') » = ') ) G Lo Gl = i = Cod Cu L = L = "
& L - C - - - e & s 8 g
r=1 r=-1 r=0.9 r=-—0.9
No Correlation Low Postive Correlation Low Negative Correlation
125 1 123 1 125 1
oo o P e 5 L TR RRTI [ IR0 = R 1= SRR -
™ 5] 5]
=] =] =]
75 B 75
] L] ] ] = 2
] ] 5] BB =]
L T P | RS e e - ke EERCEEE Lo b = REEEERES =
[ ] [} =] =]
25 [ [ L] o5 5] =]
[] [ ]
| ] | I | ] ]
o T T T T 0 T T T T
= wy w w = w = w w w = v
~ - - o . mu - =
8 8
r=0 r=~0.6
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3. risunitless, and is unaffected by change in units due to its measure of standardized value.

4. Correlation only measures the strength of a linear relationship. It cannot be used to measured curve
relationship.

5. Due to the fact r uses standardized values, which include means and standard deviations, it is easily
affected by the presence of outliers.

Example 1: Calculate the correlation of the scatter plot of the Number of Absences and Final Scores for an
Algebra I Class in Suburbia Public High School from Section 3.1. Comment on the direction

and the strength and direction using the correlation.

1. Find the mean and standard deviation of both variables (in L; and L):

STAT ENTER
Scroll Down o

EDIT TESTS | |2-Mar Stats 2=-Mar Stats=s 2-\ar Stats
Select 1:1-War Stats ®=3.95 Th=24
S —>?2 -ar Stats =7 g=v@, 2
Option 2 Med—Med ExE=445 Ea=1464
4:Linkea{ax+h Sx=2.645253943 EdE=1HZASE
S QuadRes Tx=Z2.37r8Zr4el7 So=13. 563168786
=X Eublcﬂeg +n=2H daa=13. 2196823
74Euart.Reg
2. Substitute into the correlation formula. % =3.95
i _ _ sy = 2.6453
e z[xf x](yi 4 ] The data points are (3, 75), (6, 67), ..., (4, 85) y =702
n-1 Sy S, s, = 13.5631

1 (3—3.95}{75—70.2}(6—3.95}{67—70.2]+ +(4—3.95j(85—70.2j
20-1|\ 2.6453 \ 13.5631 2.6453 \ 13.5631 ) | 2.6453 | 13.5631

Use Lz = “(L1 —3.95)/2.6453 * (L, — 70.2) / 13.5631” Sum up column L; to acquire z(

1)

Cursor must be on the LIST
+——  column heading before
H
L13 L:E -_12?: : entering formula STAT L*
E Ei :'zi.Eg Select MATH on Menu
i [] -1’4y
s
10 LE -4 7EE HAMES OPS [EENNS sumiLz
z="(L1-3,.951-2, limint '12 S3EFVEVAS
Select 2imax 1-0268-1 +An=s
St 5 E: megr_‘.lﬁ .: -, B2REZ2I2435
(14 [13 101n = I'"IE' lal"l
must be used ALPHA \Y I O\ | p : Tt
to enter formula iFrod
+ TlstdDewr
r=-—0.6598
3.2 Assignment: pg. 130 #3.18; pg. 135-136 #3.25, 3.29 (Low Negative Correlation)
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3.3A: Least Square Regression

Regression Line: - a straight line that explains how y changes as x changes.
- often use to predict values of y for a given value of x or vice versa.

Extrapolation: - when values are predictable outside the experimental data points.

Interpolation: - when values are predicted within the range of experimental data points.

A

Extrapolation

A

Interpolation

»
»

Least Square Regression: - a method to find a line that explains in specific setting, the relationship
between two variables.

Least Square Regression Line (LSRL): - a regression line that minimizes the sum of squares of the
vertical direction of the data points from the line.

1 ® Actual Data
Error Residual Point (yi)
(.Vi - j’) b b LSRL is achieved whenZ( v, - jz)z = Minimum

Predic.ated
® Response (J)

»
»

Equation of the Least Square Regression Line

AP Exam Notation

Textbook Notation
y=a+bx J=b,+bx
y = predicted response of y value for any x value
s s
Slope b=r-* b=r=
Sx sx
s
when r =+1, then b=+ = iﬂ (true slope)
S Ax

X

b,=y—bx

y-intercept a=y—-bx
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Example 1: Using the Number of Absences and Final Scores for an Algebra I Class in Suburbia Public
High School data from Section 3.1,
a. find the least square regression line using the formulas.
b. find the least square regression line using the TI-83 Plus Graphing Calculator.
c. predict the final scores when there are 7 absences.
d. determine the number of absences of a student’s final mark is 75%.

a. Find the least square regression line using the formulas.

From Example 1 in 3.2, we have Substitute into formulas
determined the followings,
Slope y-intercept
r=-0.6598 s,
% =3.95 b= by =y —bx
Sy =2.6453 * = — (-
5~ 702 - (_ ().6598) (13.563 1) b, =(70.2) — (-3.3830)(3.95)
5= 13.5631 (26453) - 356285

b, =-3.38296

Finally, substitute into equation of the least square regression line, y = b, + b,x

y =83.56285—3.38296x

or using the context of the question FM = 83.56295 — 3.38296A4

b. Find the least square regression line using the TI-83 Plus Graphing Calculator.

L. Turn Diagnostic On Note: After DiagnosticOn is
nd CATALOG | DiagnosticOn selected; it will remain ON
2 EE&'EHEIFIS ke Dane( even when the calculator is
DerendAuto . turned Off. However,
H?EéHDS‘L icOfF Again resetting the calculator will
0 F0ia9nosticOn turn the Diagnostic Off
i & (factory setting).

o Select DiagnosticOn ALV

2. Obtain LinReg (a + bx), Copy Equation to AVl Screen, and Graph Least Square Line on
Scatter Plot. To access Yy, press  Select Option 1 for Y,

NIV Select CALC, use VARS ENTER
ENTER

EDTT Wlke TESTS o Diadnosticln :
% Iﬁlnﬁﬁgia}ﬁbh /gg(t)::f:s LinRegathx 332
:Cubicke2 /| Linear i

IE r11 Eggg'ﬁﬁbrﬂ Elefr;;)sion Select Option 1 Siue
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LinReg (a + bx) Y; calculates the equation and copied into the Screen.
ENTER -Wlotl is On
OiadnosticOn LinReg A Flotz Flots

_ Done| | 9=atbx = BE3. 5e374S7ED
LinRegdatb:r ‘Y a=23. 298374377 BEE+ -3, 323226776
b=-3.33322677F7 | [FE3EX
re=. 433390873 wMe=
=" 6398489498 | =YY=

why=
x: [0, 11, 1]
WINDOW
oy SNSRI GRAPH

mhe=
W THOC P o Least Square Line Equation
Bmin=a B

i b - : 83.56375 — 3.38323
scl= . i y =83.56375 - 3. X
Ymin=-28

Ymax=1835 r=-—0.6598

Yszl=18 (It 1s the same 7 as calculated in 3.2)
wres=1

c. Predict the final scores when there are 7 absences.

Using Least Squares Equation Using Least Squares Equation from Calculator,

from Formulas, TRACE o

FM = 83.56295 — 3.382964

FM = 83.56295 — 3.38296(7) Be sure the Y, Eyation is up Type 7
FM =59.88% ?1:_53.553:%?55059-3.35_ ?1:_53.553:%?55059-3.35_
e ¥=GY4.955058 ¥=50.BB1158

d. Determine the number of absences of a student’s final mark is 75%.

Using Least Squares Equation from Calculator,

CALC

ENTER | ENTER

Enter 75in Y, JReI¥NQ:I 2™ TRACE ENTER
A Flokz Flakz ]
< BE3. 563745769 "ot Fﬂ!!%lmLua LI =
BA3E6+ -3. 3B32267 76 o 25 zero o
QIR o B—_| |3 minlrm o B
~NzBYS d 5 Maximum
=~$3= éﬂ}_gr‘iec-t
wy= = * i
wNe= RS e s <£2§.‘*EE§E“ Y=PE

3.3A Assignment: pg. 142—-143 #3.31, 3.33 and 3.35
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3.3B: Coefficient of Determination

Sum of Squares about the Mean (SSM): - total sample variability (variance) of the response variable.

SsM=7 (y-y)

Sum of Squares for Error (SSE): - total deviation between each response variable to the predicted values
off the Least Square Regression Line.
- the larger the SSE, the more scattered are the scores compared to the
ones predicted by the Least Square Regression Line.

SSE=Y"(y-p)

Coefficient of Determination (+%): - the difference between the SSM and SSE compared to the original SSM.
- when express in percentage, it is also referred to as variance (a measure
on how many y values correspond to the changes in x values).

Coefficient of Determination

2 _ SSM —SSE

2 2
r=(r
SSM ®)

-when SSM and SSE are similar, 7> ~ 0. Therefore, r ~ 0 when SSM ~ SSE
-when SSE =0, then /* = 1. » = +1 and we have a true equation of the least square regression line.

- the square accounts for the amount of variation by the linear relationship on either variables.
(y versus x, and x versus y)

Example 1: In a study between number of hours of violence watched on TV in a week and the number of
violence acts occur on the playground for a group of children found that the correlation is 0.85.
The mean and standard deviation of the number of hours of violence watched on TV are 16.2
hours and 5.28 hours respectively. The number of violence acts observed has a mean of 4.8
with a standard deviation of 1.42.
a. Identify the explanatory and response variables.
b. Determine the slope and y-intercept of the regression line.
c. Ifa child were to watch 20 hours of violence on TV in a week, how many violence act can

we expect he will undertake on the playground?

d. Comment on the strength of the relationship using  and *.

a. Identify the explanatory and response variables.

Since the number of hours of violence watched on TV seems to affect behavior on the
playground,

Explanatory Variable (x) = Number of Hours watched on TV in a week.
Response Variable (y) = Number of Violence Acts Observed on Playground.
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b. Determine the slope and y-intercept of the regression line.

From the questions, we have the Substitute into formulas

followings,
Slope

r=0.85 s,

X =162 h=r

Sy =5.28 *

y =48 b, =(0.85)m

s, =1.42 (5.28)
b, =0.22860

y-intercept

b, =y—-bx
bo = (4.8) — (0.22860)(16.2)

b, =1.09668

Finally, substitute into equation of the least square regression line, y = b, + b,x

or using the context of the question

y=1.09668 + 0.22860x
VA =1.09668 + 0.228607V

C.
will undertake on the playground?

Using Least Squares Equation from Formulas,

If a child were to watch 20 hours of violence on TV in a week,

how many violence act can we expect he

V4 =1.09668 + 0.2286071
VA =1.09668 + 0.22860(20)

@6 Violence@

VA =5.66868

d. Comment on the strength of the relationship using » and 7°.

r=0.85 which means 7* = 0.7225. Even though the correlation seems strong, a closer examination of
the coefficient of determination indicates a value somewhat less than 1. This can only mean that there
are other variables that can affect the amount of violence acts a child can perform other than the total

time spent watching violence TV.

Example 2: Using the formula SSM and SSE, calculate 7* for the Number of Absences and Final Scores for
an Algebra I Class in Suburbia Public High School data from Section 3.1.

1. Calculating SSM

STAT ° ENTER
IT

0

ED TESTS | |2-Mar _Stats 2-\ar Stats
Sel 1:1-ar- Stats ¥=3.495 Th=24 5 =702
elect —>?2—Uar~ Stats Tx=ra g=r@.2? +«—— Y =70.
Option 2 ' Med—Med Ewe=445 =a=1484

dilinkeadax+hl Sx=2. 645253943 =ae=1AZESA

o By adRea ox=Z2.ar82vdal’7 Su=13. 563187864

6iCubicEea Ln=2A Loa=13. 2196823

7LEuartReg
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Use L3 =“(L,; —
L1 Lz LANE
E 7’ 304 N
g 67 inzy
B £l ZaH.6Y4
i F[] Sig.BY
: gi B0y
y e G0.EY
in bz FAE.zY
Lz ="{Lz-vYH. 22"

“ must be used
to enter formula

ALPHA MEM
+
2. Calculating SSE

Use Ly =“(L;

Lz Lz # |1 wwy
7 zxoy | 245z
67 fizy | 13.BEE
1 TGH.GY | 30 EEP
gl 316,84 | G144
B B.04 | 100ZE7
7l B0.B4 | BZ-EDB
4z 7HE.zy | EBFTE

Ly ="zl a0E

70.2)>” for (y—7)

Cursor must be on
the column heading
before entering
formula

Sum up column L3 to acquire Z y- y

LIST
STAT

Select M TH on Menu

100 m

Select

Option 5
—_

HAMES DPS
limine
2imax
Jimeant
4imediant

H Slgluls 14
Flstdlewu

SLIM L

sumilLzl
3495, 2

— Y1(Ly))* for (y- )

Y(L;) means
each y value for
each of the
individual x
values in L;

Note: LinReg (a + bx) Y; must be ran
prior to entering formula for L.

Sum up column L4 to acquire Z(y = )”;)2

|

2nd

sumiL 32/
3495, 2
sumtly 2

1973, 424596

CSSE = 1973.424596

3. Calculating r* Verify using LinReg with DiagnosticOn
sumiLz Linke3
2 _ SSM — SSE 3495, 2 u=z+hx
r= SSM sumLy ) a=83. 56374577
1973, 424596 b=-3.383226777
,  3495.2-1973.424596 éS%E‘S. Z2-Ans 2343 /P3=. g%g%g%gzga
r = » ="
3495.2 AISIFEET
Since 7 is even closer to zero than r, we can
definitely say that there is very little
correlation between x and y.
3.3B Assignment: pg. 150-151 #3.36, 3.37 and 3.38
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3.3C: Residuals

Residuals: - the difference between an observed response variable data to the predicted value from the
Least Square Regression Line.

Residual = y—y

Residual Plot: - a plot of residual on the y-axis versus the explanatory variable on the x-axis.
- the sum of residuals is always zero.

Roundoff Errors: - calculator or computer software shows sum of residual close to zero but not exactly
Zero.

1. Good Residual Plot: - all scores huddle around the mean

Y y-Jy
Linke=g
9=5+hb
a=1 a -]
b=1.999828909 sg . %%efp o .|x
rE=. 997 FEF g n® 8T8 gt
F=. 9988932395
X
Scatter Plot and Least Square A good fit as shown Residual Plot is also good
Regression Line with the correlation with small residual about 0

2. Curve Residual Plot: - a linear model is not appropriate

Y y-Jy
B Linke=g
a=a+k a
a=-1.491596098% . P
b=.9975212132 °
a r2=. 9305305821 i i X
. y | F=-9edEEE1683 a "
BgB
~
Scatter Plot and Least Square Although correlation is high, a curve residual
Regression Line. We can plot shows that the linear model is not

clearly see that a curve would appropriate.
be a better fit.

Y y-Jy
a o Linke=g
.- w=g+h "RR,
a=4. 164954545 g o x
- b=. 52839635354 B "
re=. 3244335954 .
y | PELSETIEIF1EE
Scatter Plot and Least Square Although correlation is somewhat strong, a
Regression Line. Again, we curve residual plot shows that the linear model
can clearly see that a curve is not appropriate.

would be a better fit.
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3. Locally Well Suited Residual Plot: - the residual has a larger spread at higher or lower x-values.
y Regression model may not be appropriate for those regions.

o B Linke3a -y
g o =g+ =y

X " o

Although correlation is somewhat strong, the residual plot
shows that the linear model is only appropriate at small x-
values. There are too many residual away from 0 at higher
x-values.

Scatter Plot and Least Square
Regression Line. We can clearly
see that the predicted values are
not accurate at high x-values.

Outliers of Residual Plot: - a residual value that is too far from the zero line compared to other residual
value.

Influential Observation: - a lone residual at high x value that can practically change the position of the
regression line. (It is difficult to tell whether that lone data point is an outlier in

y the extreme x direction.) - y LSRL without the outlier and influential observation
Linke3 i
: ;giig}famqma Om& " :
=5, o opo o
a b=2. 452305953 eae” "8 [
o re=.9807151641 jo, = 0 :
o F=.24906]1 7283 " Influential >,
X Observation\ L~ / X
Scatter Plot and Least Square Although correlation is somewhat strong, the /

residual plot shows clear where the outlier and
influential observation are.

Regression Line. We can see
that there is an outlier and an
influential observation.

Original LSRL with outlier
and influential observation

Example 1: Graph the residual plot for the Number of Absences and Final Scores for an Algebra I Class in
Suburbia Public High School data from Section 3.1.
a. Explain if the regression line is appropriate to predict the final marks using number of
absences.
b. Verify the sum of the residual is 0 and indicate any roundoff error.
c. Identify and comment on any outlier and influential observations.

Graphing Residual Plot nd STAT PLOT
Use L3 = “(Lz — Y1(Ly))” for (y- ) Y = o
L1 Lz W +:| Y\ (L;) means Plot 1 Off MEMOR!
) - 12822 | each y value for JT iz 0 =1 25.35;?31
g EE ESEEEE cachofthe o Flok3 &iSqnpgard
W& | m(llmd.u ale Pt 1 RS conchar
G="Laviclaor | e M | FENS

Note: LinReg (a + bx) Y, must be ran
prior to entering formula for L.

Page 46.

Wlistilie
Ylistil r@—m
Mark: B + -

L;asx

I
L;asy Select Option 9
ZoomStat

ENTER
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Customize Windows

1:[-35,35,5] y-J

GRAPH

WIHDOL
amin=-1
amax=11 g
nacl=1
Ymin=-35
Ymax=33
Yez1=5 o
Hres=1

a. Explain if the regression line is appropriate to predict the final marks using number of absences.

The Regression is not appropriate for this data set. There are a few outliers as observed most
noticeably at x = 2. This is compounded by a possible influential observation at x = 10.

b. Verify the sum of the residual is 0 and indicate any roundoff error.

sumilz
-1e-12

The roundoff error is
indicated as —1 x 10 '

c. Identify and comment on any outlier and influential observations.

Trace along the Residual Plot and find outliers (y—3) > 11 and (y-3) <-11

TRACE ‘E:)
y-y y—y

y—-Jy y—-Jy
F:LiaL= F:LiaL= F:LiaL= F:LiaL=
oo o o -]
BT | O B g @ | “@
P u " L] X " ™ " L] X P u " L] X P u " L] X
nEn e = nEn e = nEn e = nEn e =
@ o o o
n=c Y=-g4.7ore8a n=x Y=14.ZAEQZE b ] Y=15.E0z068 n=y T=14.9a9161

The furthest x is at x = 10, which might be an influential observation.

y=y
ot There are 4 outliers corresponding
g °° o to (2, 52), (3, 88), (8, 72) and (4, 85)

n;u “uun X

L @ (10, 42) might be an influential observation
- ¥=-7. 731478

3.3C Assignment: Chapter 3 Review Assignment
pg. 156—162 #3.39, 3.41, 3.43 and 3.45 pg. 168—173 #3.52, 3.55 and 3.57
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Chapter 4: More on Two-Variable Data

4.1A: Modeling Non-linear Data: Exponential Function

Exponential Function: - a function where y, is increased by multiplying y, _; with a common ratio (b).

Exponential Function Exponential and Logarithmic Functions
y = ab" y=b" © log,y=x
a = initial y value at x = 0 (y-intercept) Logarithm Laws
[a # 0, y-intercept # 0]
y log (XY)=log X+1log Y
b = common ratio = —* X
Vo log 7 =log X—log ¥V

When b > 1,y T as x T (Exponential Growth)

When 0 <b <1,y { asx T (Exponential Decay) log X" =nlog X

Exponential Growth (b > 1) Exponential Decay (0 <b <1)
y (b—1)=*“Rate of Growth” y (1 —b)=“Rate of Decay”
a
a
» X » X

Logarithmic Transformation of Exponential Function: - when the graph of (y versus x) is transformed
to (log y versus x).
y =ab" log y=by + bix
y log j

b; = slope of log y versus x

» X

»
> >

X

Inverse Transformation of Exponential Function: - when (log y versus x) is transformed back to
(¥ versus x) in the powers of 10.

Inverse Transformation
v ! Compare to y = ab”,

log y=by + bix
lologjl — 10(b0+b1x)
5= (10" Jo*)
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Residual of Logarithmic Transformation: - compares the log y (log y actual) with log y (log y predicted).

Positive Slope with Positive or Negative
Residuals means the Actual Growth Rate is
Faster than the Expected Growth Rate

Negative Slope with Positive
Residuals means the Actual Growth
Rate is still Positive but Slower than

v
Slope = 0 with Residuals =0
means the Actual Growth
Rate is the Same as the
Expected Growth Rate.

Residual: log (y)—log (j)
(@)

Negative Slope with Negative
Residuals means there is a
Negative Growth Rate.

Example 1: The US Department of Labour keeps many statistical information on the country. One of these
information is employment of anyone above the age of 16. A sample size of 50,000
households is survey in California every year. The number of households where everyone over
the age of 16 is employed over 15 hours a week is recorded.

Number of households in California where evervone over the age of 16 is emploved

Year | Number of Years | Fully Employed | Year | Number of Years | Fully Employed
since 1980 Household since 1980 Household
1981 1 10938 1990 10 14313
1982 2 10967 1991 11 13992
1983 3 11095 1992 12 13954
1984 4 11631 1993 13 13895
1985 5 12048 1994 14 14111
1986 6 12442 1995 15 14206
1987 7 12955 1996 16 14391
1988 8 13292 1997 17 14937
1989 9 13870 1998 18 15361
a. Make a scatterplot of the table above. Use x = number of years after 1980.
b. Test for the common ratio. Make a table to record your result.
c. Construct a graph using the exponential logarithmic transformation.
d. Find and graph the least square regression equation of the exponential logarithmic transformation.
e. Using the inverse transformation, provide the exponential equation of the data above. Draw this

equation with the original scatter plot. Determine the average rate of growth for employment and
state the meaning of the predicted y-intercept.

Determine the predicted employment in 2005.

g. Graph and interpret the residual plot of the logarithmic transformation.

o)
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a. Make a scatterplot of the table above. Use x = number of years after 1980.

1. Enter Data in L; and L. 2. Set Windows 3. Turn StatPlot On and Graph
X = Lz = THO S
1 | (i B3 g
ic 14Z05 Mec1=5 =
18 |iuet Yim =1 BEEe z —_—
16 HEFI Ymax=20088 g- nn.,n""
------------ “Y=cl1=1H00A = e
LziBr =15361 ares=1

Years since 1980 (7)

b. Test for the common ratio. Make a table to record your result.

Year | Fully Employed | Common Ratio | Year | Fully Employed | Common Ratio
Household Yul Yn-1 Household V! Yn-1
1981 10938 | - 1990 14313 1.031939
1982 10967 1.002651 1991 13992 0.977573
1983 11095 1.011671 1992 13954 0.997284
1984 11631 1.048310 1993 13895 0.995772
1985 12048 1.035852 1994 14111 1.015545
1986 12442 1.032703 1995 14206 1.006732
1987 12955 1.041231 1996 14391 1.013023
1988 13292 1.026013 1997 14937 1.037940
1989 13870 1.043485 1998 15361 1.028386

c. Construct a graph using logarithmic transformation.

1. Use L3 = “log (L2)” 2. Turn Off Plot 1, Turn On Plot 2
L1 Lz Ex = Flokl F Flokz
1 10938 H.-::*NK FE ]
Z 108E7 | 4ok gpe? B L~ dh
3 1108 | yioyE] M R [
iy 11631 | 4.0EEE R
3 1z0HE | 4oB0S wlistaly
B 1zyyz | 4.0Eya Wljstilz
L:: — 1.:.192|?E|_53 SA1E Cursor must be on Mark: B -+
the column heading
“ must be used before entering 3. Choose ZoomStat to Graph
formula
to enter formula log (E)
ALPHA MEM ¢« _ n.,“
+ "

Years since 1980 (7)

Page 50. Copyrighted by Gabriel Tang B.Ed., B.Sc.




Statistics AP

Unit 1: Organizing Data

d. Find the least square regression equation of the logarithmic transformed graph.

1. Turn DiagnosticOn,

2. Graph
Run LinReg (@ + bx) on L; and L3
Paste Equation to Y, / bo i
og
0iagnosticOn LinEed /
Done =g+
LinRegta+bx=> L1, a=4,.[839351742
Lza'"1 b=.BASIIIS20, v
re=, 3983407733 by
r=. 3478437303

.

Years since 1980 (7)

Using the inverse transformation, provide the exponential equation of the data above. Draw this

equation with the original scatter plot. Determine the average rate of growth for employment and
predicted y-intercept of the original scatter plot.

log EA' =by + byt
lologé — 10(b0+b1t)

E=(10")10™)

by =4.03985172
b1 =0.0083995282

1. Enter equation into Y;. Turn Off Y;

Turn Plot 1 On, and Plot 2 Off.
/

PR

E = (1 (403985172 Xloo.ooswgsD

w
Q
~
&
=
=

Employment (E)
\

Flotz Flotz
" 4, B39251 7428
2%;.@@53995251?
NeBiotdd, B393517
2notCd, BES399528
2
wWE=

2nd

2. Reset Windows

WIHDOL
amin=A

Ymin=1860688
Y max=2AE0E0
Yscl=10684

Hres=1

Years since 1980 (7)

Compare to y = ab”,
y-intercept:
Average Common Ratio:

a=10""%1"2=10936 employed in 1980 ¢ = 0)
b =10""%393282 = 1 01952887
Average Rate of Growth = (1.01952887 — 1) =1.953%

f.  Determine the predicted employment in 2005.

Be Sure Y; is up

o E
@
=

Employment (E)

Type 25
(In 2005, ¢ = 25)

Tllk=|ﬂ"\'|:"|.|:|35551?2:||ﬂﬁ|:|:|.|:|_f

n=ck

. <.'|'=1.'-'?FE.2'11 !

Years since 1980 (¢)
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In 2005, the predicted
employment is 17776
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g. Graph and interpret the residual plot of the logarithmic transformation.

1. Use Ly=“log (L) — Y1 (L1)” 2. Turn Off Plot 1 and Plot 2, 3. Turn Off Y; and Y,
Lz ENIL Turn On Plot 3 / P
10938 | 4.0%A9 | - Floti Flotz  SIE Flokipflokz
1ose | Sy | - T Off 2nd  |wWi=4, BIFE517420
11631 | 4.0856 | -.00) gpel BN L~ Jhy B23+ . BREI9952217
1zo48 | Y4.0HO09 | -8 Hh-- I |~ S35
izy4z | 40848 | oobg - o
izocE | wilgd | Lodz? wlistaly “Me=ptod, 8398517
Ly ="1oILe =41 (L Wlistilye— | 2 ™8, BA33II528
Mark: B + - 4 2%)
Yy I=

“ must be used
to enter formula

ALPHA MEM «

+

Cursor must be on
the column heading
before entering
formula

4. Graph using ZoomStat From 1983 to 1990 and from 1996 to 1998, there is

a Fast and Positive Growth Rate in California

A

Employment. (Economic Boom 1986—-1990 and
Recovery 1983—-1985; 1996 —1998)

From 1990 to 1992 there is a Slow Down
but still Positive Growth Rate in California
Employment. (Economy is Slowing Down)

\

Residual
log (E) - log (£)

Years since
1980 (1)

From 1981 to 1983 and from 1992 to 1996,

Page 52.

. there is a Negative Growth Rate in
California Employment. (Recession)

4.1A Assignment:
pg. 189-190 #4.2
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4.1B: Modeling Non-linear Data: Power Function

Power Function: - a function where x is the base raise to a constant exponent b.
- it includes most polynomial {6 > 1, b € R} and radical functions {0 >b>1, b € R}.
- all power function begins at (0, 0). Therefore, data where the starting point should be
at the origin should use power regression instead of exponential regression.

Power Function
b
y =ax
a = Coefficient of the Power Function

(a > 0 for Logarithmic Transformation)

b = Constant Exponent (b > 0)
(If -1 < b <0, then y-intercept = 0.)
(If b <—1, then y-intercept will be undefined.)

Polynomial Function Radical Function

y b>1 y 0<bh<1

A A
(01 0)‘— » X (0’ 0) » X

Logarithmic Transformation of Power Function: - when the graph of (y versus x) is transformed to
(log y versus log x).
b
y=ax .| logy=>by +b;logx
log y = log (ax") logy
log y =log a + log X
logy=1loga+blogx
b by = slope of log y versus log x
0

» log x

»

Inverse Transformation of Power Function: - when (log y versus log x) is transformed back to ( versus x)
using the powers of 10.

Compare the two equations above: .
— Inverse Transformation
log y = (log a) + b log x
log y = by + by log x y=axb
bpo=1loga . ’
b = (107 [x*)
a=10" b=b, Y
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Example 1: Explain why the data from Example 1of 4.1 A on Number of households in California where

everyone over the age of 16 is employed is not appropriate using the power function model.

The fact that employment in 1980 (= 0) would not be 0 means that y-intercept of the
nonlinear data would not be (0, 0). Since power regression is appropriate only for
curves that should have (0, 0) for y-intercept, it is most definitely unsuitable for the
employment data set.

Example 2: A cellular phone company offers the following rates for their National Plan.

Number of Minutes per Month | Monthly Cost | Number of Minutes per Month | Monthly Cost
400 $39.99 1300 $119.99
500 $ 49.99 2400 $ 149.99
700 $ 79.99 3400 $199.99
1000 $99.99

ac o

Make a scatterplot of the table above.

Construct a graph using the power logarithmic transformation.

Find and graph the least square regression equation of the power logarithmic transformation.
Using the inverse transformation, provide the appropriate equation of the data above. Draw this
equation with the original scatter plot. Interpret the meaning of  in the context of the data.

The cellular phone company would like to add a plan of 1800 minutes per month, what should
be the appropriate cost.

Graph and interpret the residual plot of the power logarithmic transformation. Compare it with
the power regression and the original scatter plot. Identify any outliers of both graphs and
provide a possible explanation to their existence.

Verify that the power model is an appropriate model by finding the coefficient of determinations
for both the exponential and power regressions of the original data.

a. Make a scatterplot of the table above.

1. Enter Data in L; and L,. 2. Set Windows 3. Turn StatPlot On and Graph
L1 Lz Lz F WIHOOL )
Y 3988 | ______ Hmin=g bt a
£ '] amax=40648 8 o
| aci=200 °F .
1300 1id.ag H’mmfzﬂha zZh .o
Suoo | PEFKE e l=om Ef e
Lzimy =199,99 nres=l =

Minutes used per Month (7)

b. Construct a graph using the power logarithmic transformation.

1. Use L3 = “log (Ly1)” 2. Turn Off Plot 1, Turn On Plot2 3. Choose ZoomStat to Graph
and L, = “log (L,)” log (O)
Lz Lz # |1 wwy Flati Flaks a
EE S | |[lm N
?EZEE %:EHE:I. %anz IEE e | Use L .
1180 [ 4129 | Zopod mlistailz and Ly
149088 | 3 53E02 | 21761 Mlistily :
198088 | 3EE | 2501 Mark: B + - " I
4 ="1oa0Lz3" B0
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c. Find and graph the least square regression equation of the power logarithmic transformation.

1. Turn DiagnosticOn, 2. Graph with LSRL
Run LinReg (@ + bx) on L3 and L4 A
Paste Equation to Y, /b0 log (C) log C=by + by logt?
OiagnosticOn LinFea /
Oone| | 9=a+h

LinFegaa+bx> Lz, a=-. 19368741476
Lua%1 b=.7V13veB2341 L ]

re=.95485111586 by

F=.97r 164837

log (1)

d. Using the inverse transformation, provide the appropriate equation of the data above. Draw this
equation with the original scatter plot.

C=af Compare the two equations: Inverse Transformation
y b log C=loga+blogt )
log C =1log (at’) T Czaf
log C=loga+log ¢ TR TR ¢ =(10m o)
bo=log a B
logC=loga+blogt —0.1930741476 = log a € = (1001530741470, p137602341y
g = 10C1930741476)

b= b C = 0.6411001115 (t0-7@
b = 0.7137602341

1. Enter equation into Y,. Turn Off Y; 2. Reset Windows 3. Graph
Turn Plot 1 On, and Plot 2 Off. WTHO C ¢
Amin=g 2
Flofé  Flobs Mrax=4 088 o :
W= - 193E741475 Asc =288 Z
Bt F1IVEEZI410 amin=g £
T Ymax=248 g
~Y' 2B, 6411001115 yecl=gu =
:::E'-.-'?;? 137eR2341 Minutes used per Month (7)
wMy= 0 <b <1 which means that even though C increases as ¢

increases, but the Cost per Minute decreases as ¢ increases.

e. The cellular phone company would like to add a plan of 1800 minutes per month, what should be the
appropriate cost.

TRACE

Type 1800

w100
for £ = 1800 mins Minutes used per Month ()
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f. Graph and interpret the residual plot of the power logarithmic transformation. Identify any outliers and
provide a possible explanation to their existence.

1. Use Ls=“log (Lz) — Y1 (L3)” 2. Turn Off Plot 1 and Plot 2, 3. Turn Off Y; and Y,
Residual = log (C) — log (C) L (IR L0
(log (C) is dependent on log x = L3)[p1ot1 otz 3mH 2nd
TR EarTra Ear N ¢t 1 Ve =B, 6411001115
- . e =8,
fess | Donhe | - st T w~h, F137ERZ341
i | Lo | S8 [ Wiz
T3E0: | EAPEL | -043E Mark: B + - 5
TEE | B30l | -0zEE
Le="1ogclz2-%1 L

5. Graph of Original Scatter

4. Graph of Logarithmic Residual
Plot with Power Regression

using ZoomStat

— S ___These outliers

(U N’ .
- Z (2400 min, $149.99)
s ¥ A S .
=hn log (9 = and (3400 min,
R . o = $199.99) are special
i . a /E’ sales plans for

= — - eeviieeeio.. | powercell phone

_— users.

. . 4. . Minutes used per Month (7)
These outliers indicate the plans (700 min, $79.99),

(1000 min, $99.99) and (1300 min, $199.99) are
above the average cost trend. They might be needed
to make up any profits lost on other special plans.

g. Verify that the power model is an appropriate model by finding the coefficient of determinations for
both the exponential and power regressions of the original data.

ExrFReq Furkeq
SIS scicct CALC, use [ Q@@ | ozxbo elih e
5=42. 6 1AZE46T 5= 6411081115
b=1.BEE463695 b=.F13r6a2341
F2=, SREST IS4 re=.8548511156
EOLT TESTS | Choose Option 9 or 0 F=. 894747832 F=.97 7 164837
ETE?ﬁEEQ?§+b ExpReg or PwrReg
9=EHEE99
e Red) Exponential Regression r* = 0.8005733249 = 80.057%
EE lgﬁég’{ilﬂ Power Regression r* = 0.9548511186 = 95.485%

(Power Regression has better Variance than Exponential Regression.)

4.1B Assignment:
pg. 197-205 #4.5, 4.7, 4.11 and 4.17
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4.2: Interpreting Correlation and Regression

When using correlation and regressions to interpret any scatter plots, one must be careful about their
limitations.

1. ris used to interpret Linear Relationships only.
- r can easily be thrown off with any outliers and influential observations.
- aresidual plot should always be used after a linear regression is made. This is to ensure that a

non-linear model is not present even when r = 1.

2. Extrapolation should be used Close to the Domain of the Data Set.
- linear regression model might be appropriate for a certain domain, prediction at higher x-value
might not be appropriate.

Example 1: Height versus Age of Children CANNOT apply to Adults.

3. Correlation of Average Data Cannot Reflect Individual Changes.
- when average data is used, any outliers or individual residuals is muffled. The correlation of the
average plot is usually high. But when the regression model is used to identify individual data, the
predicted result might not be accurate.

Example 2: Average Gas Consumption versus Average Temperature of each month will have a
higher correlation than if the x-variable were to be the Average Temperature Everyday
of the year.

4. Lurking Variables may Exist even at High Correlation.

Lurking Variable: - a variable that can affect the outcome of the responding variable (y) but is
either ignored or not controlled when x is manipulated.

Association is NOT Causation:

a. Causation: - “a change in x causes a change in y” can only be concluded when all lurking
variables are identified and controlled in an experiment. The mechanism of
causation must be understood as well.

Example 3: - an increased in temperature causes pressure to increase in a gas canister when the
volume and the amount of gas remain constant. This is due to the fact that gaseous
particles move faster at higher temperature, causing more collisions or force
applied to the inner wall of the canister.

Temperature (x) »| Pressure ()
Causation

Volume and Amount of Gas
(Controlled)
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b. Common Response: - y can be predicted from x using the regression, but changing x might not
change y definitively. This is due to the presence of lurking variable
that is affecting BOTH the x and y-variables.

Example 4: - a research by the police department shows that fatality rate in traffic accidents has
a strong positive correlation with gas mileage of vehicles. However, a common
response lurking variable of vehicle weight can affect both the exploratory (gas
mileage) variable and the responding (fatality rate). As vehicle weight increases,
gas mileage and fatality rate decreases.

Gas Mileage (x)
WW

Vehicle Weight
(Lurking Variable)

Fatality Rate ()

c. Confounding - the effect of x on y is mixed up with the effect of a lurking variable. This time
the lurking variable is affecting on the y-variable ONLY. As such, it makes
the relationship (if any) become unclear.

Example 5: - a study shows that regular exercises and proper diet will lower the chance of heart
diseases. However, people who are genetically predisposed to heart aliments are
going to develop health problem even if they exercise and maintain a proper diet.
In this case, the lurking variable is the level of genetic predisposition to heart
disease and it is affecting the y-variable (chance of heart disease) only.

Regular Exercises Chances of Heart
and Diets (x) ? Diseases ()

Confounding

Genetic Predisposition to
Heart Aliments
(Lurking Variable)

4.2 Assignment:
pg. 214-215 #4.25 and 4.27
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4.3: Relations in Categorical Data

Two-Way Table: - a table that describes two categorical variables.

Row Variable: - a variable situated in a row that describes one categorical variable.

Column Variable: - a variable situated in a column that describes the other categorical variable.

Marginal Distribution: - the distribution of the row variable or the column variable that are found at the
bottom and right margin of the table.

Conditional Distribution: - the distribution that satisfies a specific condition (basically a specific marginal
distribution).

Note: When graphing a complete two-way table, it is most appropriate to use a double bar chart to show the
two categorical variables. The relative frequencies of each categorical variable must add up to 100%.
However, when describing relationships among categorical variables (like an element out of a
particular column or row total), we have to calculate appropriate percentage from the counts given.
The total percentages of these percentages from the counts given may not add up to 100%.

Example 1: Competing brands, Coke, Pepsi, and Safeway sells soda in 355 mL cans, 750 mL cans, and 2L
bottle. The sales table for the three companies for the month of May at a local Safeway

supermarket is as follows.

Soda Sales at a local Safeway for the month of May

Container Sizes
Soda Brands 355 mL 750 mL 2L Total
Coke 850 500 400 1750
Pepsi 750 600 425 1775
Safeway 900 450 525 1875
Total 2500 1550 1350 5400

a. Identify the two categorical variable and find the percentage marginal distribution of each.
b. Create two bar charts using the percentages of marginal distribution for each categorical

variable.
c. Determine the percentages of 355 mL, 750 mL and 2 L containers that were Safeway brands.

Create a bar chart for the data found.
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a. Identify the two categorical variables and find the percentage marginal distribution of each.

The two categorical variables are the soda brand and the container sizes.

Container Sizes
Soda Brands 355 mL 750 mL 2L Total
Coke 850 500 400 1750 _ 25 404
5400
Pepsi 750 600 425 1775 _ 35 90y
5400
Safeway 900 450 525 1875 =34.7%
5400
Total 2500 =46.3% 1550 =28.7% 1350 =25.0% 5400
5400 5400

b. Create two bar charts using the percentages of marginal distribution for each categorical variable.

Total Number of Soda Sales by Brand Total Number of Soda Sales by Sizes
40.00% - . 50.00% - 46.30%
35.00% - 32.40% 32.90% 34.70% 45.00% |
40.00% -
30.00% -
N 35.00% -
25.00% - o 28.70%
30.00% ~ 25.00%
20.00% - 25.00% -
15.00% -| 20.00% -
15.00% -
o
10'000A’ 10.00% -
5.00A) m 5.00% a
0.00% ‘ 0.00% ‘ ‘
Coke Pepsi Safeway 355 mL 750 mL 2L

Total Number of Soda Sales by Sizes

1000 - 900 B Coke
900 | 850 B Pepsi

800 ~ W Safeway

355 mL 750 mL 2L
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c. Determine the percentages of 355 mL, 750 mL and 2 L containers that were Safeway brands. Create a
bar chart for the data found.

The percentage of 355 mL that were Safeway Brand
900

—— =36.0%
2500

Percent of Safeway Brand Sold by Size

% -
40.00% 36.00%

35.00% -

30.00% 29.00%
B 0 1
25.00%
25.00% -

The percentage of 750 mL that were Safeway Brand

229 _29.0%
1550

20.00% -
15.00% -
10.00% -

5.00% -

The percentage of 2 L that were Safeway Brand
525

— =38.9%
1350

0.00% -

355 mL 750 mL 2L

Simpson’s Paradox: - the comparison of the data is reversed when separate groups of similar data are
combined to form a single aggregated (collective) group.

Example 2: A certain college was found to admit more male students than female students in its law and
business faculties.

Business and Law Faculties Admittance Rate

Admit Deny
Male 980 (70%) 420 (30%)
Female 560 (56%) 440 (44%)

The college were charged with denying more female applicants than male applicants. The
college administration produces the data to defend the charge

Business Faculty Admittance Rate Law Faculties Admittance Rate
Admit Deny Admit Deny

Male 960 (80%) 240 (20%) Male 20 (10%) 180 (90%)

Female 360 (90%) 40 (10%) Female | 200 (33%) 400 (67%)

Explain why this is a Simpson’s Paradox.

An examination of the data shown that when the admittance rate is combined for both the business and
law faculties, it clearly reflect a bias against female applicants. However, a closer evaluation when the
two faculties’ admittance rates are separated from the aggregated data indicates they both admit more
female applicants than male. This is a Simpson’s Paradox due to the fact the combined data of both
faculties reflect a different result versus the data from two separate groups.

4.3 Assignment:
pg. 217 #4.31; pg. 221-222 #4.35 and 4.39; pg. 225 #4.41

Chapter 4 Review:
pg. 233 #4.57
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