Statistics AP Unit 4: Inference: Conclusions with Confidence

Unit 4: Inference: Conclusions with Confidence

Chapter 10: Introduction to Inference

10.1A: Estimating with Confidence

Statistical Confidence: - the repeatability and the accuracy of a sampling proportion from a large
population.
- is based on the central limit theorem and the resulting population will be normal.

Confidence Intervals: - consists of a symmetrical area around the centre, and indicates the mean () along
the margin of error.

Margin of Error (m): - the amount of accuracy around the mean.

Confidence Level: - the level of assurance from a statistical report as represented by the symmetrical area
around the centre.
- always expressed in percent, but can be expressed in fraction or decimal
(95% confidence, or 19 times out of 20, or C = 0.95 — commonly known as Level C).

Critical Value (z*): - the z-score needed on the upper side of the mean to achieve the confidence level.

Confidence Intervals (x + Margin of Error) at Level C

Margin of Error (m) = Critical Value (z*) x Standard Deviation of Statistic (o or o, or o, = %)
n

Confidence Level = C Confidence Interval with
Zlnterval function on TI-83 Plus
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= )
Area =97.5% 95% Confidence Interval for a

Population Mean

A
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Area = 95%

A
\ 4

$+1.96 -2

in

where z* = invNorm (1 — 2'95 + 0.95)

z* =invNorm(0.975) = 1.96

Area =2.5%

Xiower X Xupper

»

Zower = —1.96% + Margin of Error Zupper = 1.96

Example 1: Taken from a large population, a sample size of 130 has x = 72.5 and o= 5.24, draw the
distribution that indicates a 90% confidence level and state the confidence interval. Report
your final answer in complete sentences.

— 0
) Area =95% R o 594
Area =90% = 130

A
\ 4

o. =0.4595784021

Xiower = invNorm(0.05, 72.5, 0.4595784021)
Xupper = invNorm(0.95, 72.5, 0.4595784021)

Xiower = 71744 Xypper = 73.256

Area=5%

)(lower x =725 Xupper
+ Margin of Error z* =invNorm(0.95) = 1.645
Margin of Error =+ z* o We can say that we are 90% confident that
=+ 1.645 x 0.45958 the scores are in the range of 72.5 + 0.756

from a sample size of 130.
@rgin of Error =+ 0@

Using TI-83 Plus Calculator
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Example 2: From a large population, a random survey of 1000 people, 852 of them believe that the
government should regulate the electricity industry. If the standard deviation, o = 11.22, draw
the distribution that indicates 95% confidence level and state the confidence interval. Report

your final answer in complete sentences.

Area =97.5%

\ 4

A

Area =95%
o _ o _ 11.22
 Jn 1000
o, =0.3548075535

Area =2.5%

Xiower x =852 Xupper

\ 4

A

+ Margin of Error z*¥ =invNorm(0.975) = 1.96

Xiower = invNorm(0.025, 852, 0.3548075535)  Margin of Error =+ z* o
Xupper = invNorm(0.975, 852, 0.3548075535) —+1.96 x 035481

Xiower =851.3  Xupper = 852.7 @rgin of Error = + OD

Using TI-83 Plus Calculator

Select TESTS Select Stats
STAT IT CALC ==y Zlnterual Zlnterual
i2-Test.. InFt:Data EHEVE (851.3-852.72
2:T-Test.. aill. 22 =052
Zi2-SamriTest.. ®ig52 n=1@@a
i Z-SamrTTest.. n: 1686846
Sil1-ProrsTest.. C—Lew=l:i95
&l Z2-ProriTest.. Calculate m =+ (852.7 — 852)
Select H.!EII"I'LE'I“UE]_ .-?
e 7 Press Enter on Calculate

We can say that we are 95% confident that the survey is in the range of 852 £ 0.7 from a
sample size of 1000.

10.1A Assignment
pg. 512-513 #10.1 and 10.3;
pg. 518-519 #10.5 and 10.7
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10.1B: Behaviours of Confidence Interval and Sample Size

Behaviours of Confidence Interval and Sample Size

1. A decrease in z* lowers the margin of error (increasing accuracy), but the level C decreases (less
reliable). This is because the area of the curve gets smaller as £z from the mean shrinks.

Confidence Level = C;
le al

»

Confidence Level = (;

7*1>7%
Ci>C

P »
< »

Zlower Margi[l of Errorz*1 = Zupper

X

2. As o decreases, so will the margin of error (increasing accuracy) because there is less variation
within the sample.

Margin'of Error

Zlower x 7%y = Zupper

Confidence Leve] = C,

<«

Confidence Level = C

P el

»

C1 > O3
C1=C2

Zlower X ¥ = Zupper Zlower X ¥ = Zupper
< > «—>
Margin of Error Margin of Error
. . . . .. (o2
3. As nincreases, the margin of error decreases (increasing accuracy). This is due m 4 = z*
to the law of large numbers — as n gets larger, the sample becomes the population. Vn?®

Sample Size for Desired Margin of Error: - to calculate the sample size (n) needed to yield a specific
margin of error (m), we have to know the standard
deviation of the population (c) and the confidence interval
(so we can find z*).

Sample Size for Desired Margin of Error

2
o o
<m or n2 (z*—)

z*
Jn m
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Example 1: For a margin of error of = 0.02 with 95% confidence interval, what will be the sample size
needed if the standard deviation of the population is 0.0325?

n>10.144

m=0.02 ¢ =0.0325
C=0.95 nz (

2 2
- *ij n> (1.95996x e j
0.0

m

z* =invNorm(0.975) = 1.95996

2
n="? G(always ROUND UP!)

Cautious Notes about Confidence Interval

1. The data MUST be a Simple Random Sample of a Population.

2. The Confidence Interval formula is ONLY appropriate for Simple Random Sample Design. Other
more complex sampling methods like multistage and stratified Samplings have confidence intervals
using different formulas.

3. The Standard Deviation of the Population, o, and the Sample Size, n, must be known.

4. Outliers can greatly affect confidence interval due to its strong effect on the mean.

5. Small Sample Size couple with Non-Normal Distribution can make confidence interval different
than the true C.

6. Do NOT use the word “probability” to describe confidence interval. The confidence interval, C,
describes only the PROPORTION of repeated samples that fall within the margin of error.

10.1B Assignment
pg. 521-522 #10.9 and 10.11;
pg. 523-524 #10.13; pg. 526 #10.17;
pg. 528-529 #10.19 and 10.21
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10.2A: Tests of Significance

Significance Test: - a test that asks the question, ”is the Sampling Mean (X ) of some Statistical

Significance from the Population Mean (u o — population mean being tested
against)?”

Statistical Significant: - when the Sampling Mean is Far Enough Away from the Population Mean that
we can conclude the Sampling result is NOT Reflective of the Population. (It
is likely due to some other reason for the difference other than chance alone.)

Test Statistics: - the sampling statistics (usually the Sampling Mean and Sampling Standard Deviation),
that is being tested for statistical significance against a population parameter (usually the
Population Mean).

Example: The male population of United States has a average life expectancy of 79 years of age in 2002. A
survey of 30 male fire fighters that have passed away in 2002 has a mean life expectancy of 65
years of age. Is the mean life expectancy of fire fighters statistically significant from that of the
country’s population?

P-Value (p): - the probability (area under the normal curve) between the Sampling Mean and positive or
negative infinity.
- when P-Value is LESS than a Statistically Significant Level (o) — we usually set o < 0.05,
then the sampling mean is deemed statistically significant from the population mean.

Normal Curves describing Statistical Significance

p<0.05

x|
IS

Total p < 0.05
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Three Steps of the Significance Test:

1. Stating Hypothesis:

a. Null Hypothesis (Hy): - the hypothesis that assumes the sampling mean is NOT Significantly
Away from the population mean. (Hy: 1= 1)
- that any difference between the sampling mean and the population mean is
just by chance.

H,is True when p > 0.05 H,is False when p < 0.05
(NOT Statistically Significant) (Statistically Significant)

b. Alternative Hypothesis (/,): - the hypothesis that assumes the sampling mean IS Significantly
Away from the population mean. (H,: x> w, or H,: < 1y, or
H.: p# 1)
i. One-Sided Alternative: - when the alternative hypothesis describes the sampling means that are
greater than or less than the population’s mean.
(Hy: u> o, oxr Hy: 1< )

H,is True when p < 0.05
(Statistically Significant)

H,is False when p > 0.05
(NOT Statistically Significant) »
p 7 ~

x Ho Ho X
ii. Two-Sided Alternative: - when the alternative hypothesis describes the sampling means that are

greater than and less than (away from) the population’s mean.
(Ha: Y7k ,Ll{)) Totalp

H,is True when Total p <0.05
(Statistically Significant)

H,is False when Total p > 0.05

(NOT Statistically Significant) / \

X, Ho X,

2. Test Statistics: - sometimes the individual scores are given, so the calculation of the sampling mean
(X ) becomes necessary.
(o}

NP

3. P-Value: - calculate P-Value by using normalcdf function in TI-83 Plus or looking it up from the
Table.

- in any event, we will need sampling standard deviation, o =
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Example 1: The mean SAT scores last year was 1000 with a standard deviation of 152. Five students wrote
the SAT last year and its mean was 1323 with the maximum score being 1600. Is this good
evidence that the five students scores were well above average of the population? (State the

hypothesis. Calculate the test statistics and P-value. Draw a Normal curve to supplement your
conclusion.)

Ho=1000 n=>5 1. Stating Hypothesis

c=152 *x =13126300 For 1= 1000
LS H,: 1> 1000

2. Calculate Test Statistics

O 152 _
o -2 =12 o = 67.97646652
T

Ho=1000 x =1323 Xpax = 1600

p=1.01x10"°<0.05

3. Calculate P-Value

p = normaledf(1323, 1600, 1000, 67.97646652) | Sincep <0.05, Hy is true and Hy s false.

Therefore, the five students’ scores on the SAT
p=1.01x10"° last year were significantly above the population
’ mean.

Example 2: A candy bar company makes a product that has a net mean weight of 150 g with a standard
deviation of 2.1 g. The quality controller randomly selected 10 candy bars throughout the day
and measured their weights shown below. Do the sampling data provide sufficient evidence
that the assembly line is not producing the required weight of 150 g per candy bar?

148 g, 155 g, 149 g, 154 g, 155 g, 147 g, 146 g, 148 g, 150 g, 156 g

=150g 1. Stating Hypothesis Loy =2 =l
Gflz(‘)l g Ho: u=150
e H,: u#150

2. Calculate Test Statistics

(from 10 samples) 1492 150 1508
%=1492g w=150g ¥,=1508¢
o, :% - % G, =0.6640783086 > L < ! i

>
< >
n

|
—08g +08¢g

3. Calculate P-Value Since p > 0.05, H, is false and H, is true.

_ Therefore, the five students’ scores on
p =1 —normalcdf(149.2, 150.8, 150, 0.6640783086) oo ST [ s e St ey
above the population mean.
10.2A Assignment
pg. 536 #10.27; pg. 539-540 #10.29 and 10.31; pg. 542 #10.33 and 10.35
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10.2B: Test for Population Mean, Fixed Significance Level and Confidence Intervals

One-Sample z-Test: - a significance test comparing the sample mean from a single random variable after it
has converted to a z-score with the population mean as z = 0.

One-Sample z-test statistics (z.): - when the sample mean from a single variable is converted to a z-score

for the comparison with the population mean using the sample
standard deviation.

One-Sample z-Test Statistics

o= Xt An(F-p)
)

Three Steps of One-Sample z-Test for a Population Mean:

1. State the Hypothesis (Hy: = 14 and H,).
2. Calculate the One-Sample z-test statistics.
3. Determine the P-Value.

7Z-Test function on TI-83 Plus

Select
STAT TESTS
Select l
Option 1 I
—p|iHZ
i T-Tezt. .
31 2-SamreTest...
d:2—-SamrTTest .
S l1-ProriTest. .
& 2—-FProrsTest..
Tl Interuwal..
Choose Data when Individual Sample Choose Stats when
Scores are given (Enter them into L) Sample Mean is given
2=Tes Z-Test
Enter Irl;uF-’ré I!EE Stats EL??E: Data S
Values{ E= lt- L Enter ]| ot é
i= i i
Leave r'* = Values k]
Freqas 1 {uu R T ALY iy,
Ea ulate Oraw Calculate DOraw
Select H, type / \ Select H, type /
Press Enter on Press Enter on Draw Press Enter on Press Enter on Draw
Calculate for P-Value for P-Value along with Calculate for P-Value for P-Value along with
Normal Curve Normal Curve
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Fixed Significance Level One-Sample z-Tests for a Population Mean

Given a fixed significance level, o, the CONCLUSION can be drawn after z-test is performed.

1. Ifp<a,then H,is True (Statistically Significant)
2. Ifp>a,then Hyis True (NOT Statistically Significant)

Example 1: A recent news article stated that 48% of dogs and cats kept as pets are overweight. It
referenced the finding from the Journal of American Veterinary Medical Association along of
the standard deviation of 5.87%. After reading the article, a local veterinarian randomly
sampled 20 pets in her care and found that 9 of them were overweight. Using the significance

level of 0.02, does this evidence suggest the pets under her care are significantly healthier than
that of the population?

o= 0.48 n="20 1. Stating Hypothesis 2. Calculate z-test statistics

c=0.0587 «a=0.02 Hy: p=0.48 X — 1, (() 45-0. 48) /
= = —2.285589074
9 ous H,: u<0.48 © {o/Vn) (0.0587/320) ~—

20
3. Calculate P-Value Since p (0.01114) < a. (0.02), H, is true and H, is false.
_ . 9 Therefore, the pets under the local veterinarian’s care
P normalcdf(1><I£85589074) are healthier than that of the population.
<RI
Using ZTest of the TI-83 Plus Calculator, Choose Stats when
Select S;_l}rlglietMean is given
STAT TESTS Inptigata e
Kot,
Select Enter | 9. EEE‘? Seldet H, type
Option 1 [EOIT_CALLC M= Values | 1z 55
—Epel e,
It 2-SampiTest.. Alcdiane Lha
d:2=-SamrTTest..
2 1-Prorclest..
B Z=-ProriTest.. Press Enter on Press Enter on Draw
fhslnterval.. Calculate for P-Value for P-Value along with
X — fy (0.45-0.48) Normal Curve
o= _
(6/vn)  (0.0587/420) ZTest
= H
7=-2.285589074 o
F=.HA11139123

p =normalcdf(—1 x 10”°, =2.285589074) e

n=2H
p=0.01114 — —
r=-z.2B56 le=.0111
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Example 2: A leading auto manufacturer claimed that a popular version of its mini-van was available in
California for an average price of $24,000 with a standard deviation of $800. A consumer
group doubted the report and survey 10 recent purchase of the min-van in order to dispute the
claim. The purchase prices were as follows

$24,200 $23,895 $23,875 $24,750 $25,450
$26,075 $25,225 $24,900 $24,875 $24,750

Using the significance level of 0.01, does this evidence suggest the sample taken by the
consumer group is significantly different than the manufacturer’s claim?

We have to enter the individual = Then, we run 1-Var Stats to obtain the Sample Mean, x .

samples in L; of the Stats Editor STAT EOTT TESTE
L Lz Lz 1 1-\ar Stats
STAT ZEMED t2-lar Stats
ZRITE 3 Med-Hed
i d:LinkEeacax+hl
ENTER [EEHvict
ENTER Lﬂfﬁ_' FlliuartRed
Lo = $24,000 1. Stating Hypothesis 2. Calculate z-test statistics
c = $800 =_ _
e He: 1= $24,000 N jl_o _ ($24,799.50 \/g4,000)
n=10 Hy: p1# $24,000 lo/n) ($800/410)
s 0:01 G = £3.160301237
(= because this is a two-sided alternative — H,: u# 1)
3. Calculate P-Value Since p (0.001576) < a. (0.01), H, is true and

p=1 - normaledf (—3.160301237, 3.160301237) H, is false. Therefore, the manufacturer’s

claim that the mini-van has a mean price of
p=0.001576 $24,000 was significantly undervalued.

Using ZTest of the TI-83 Plus Calculator, Choose Data when Individual Sample
Select Scores are given (as entered into L)
STAT TESTS Z2-Test
InFt: Stats
Select Enter EE%%%
Option 1 |[EDIT_CHLC pIS=NEs Values [izt.: |_1
—piH--Test.. |:
%.;T—TE'E-‘L Select H, type e {uu o
Ji2- S-ET"IF'ETE'E-t-... Ea Ulate Oraw
4 2-SamrTTest..
S 1-ProrZTest.. / ‘\D
6 Z-ProriTest.. Press Edter on Press Enter on Draw
Zhelnterval. Calculate for P-Value f?r P-Value along
L X-u ($24,799.50 — $24,000) with Normal Curve
- - Z-Test

lo/n) (s800/v/10) ~Test n

7=-2.285589074 — b z=3. 16AZAL ZI7
(E=s AE1SYE1329
p=1—normalcdf(—3.160301237,3.160301237 ®=24799, 0

Sw=eE9. 9293442
p=0.0015761929 n=18

T=: 160z F=.0016
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z-Confidence Intervals with One-Sample Two-Sided z-Tests

A Confidence Interval of a Sample can be tested for Significance (Level C=1 — ).
The CONCLUSION can then be drawn.

1. If yp < (x —m)or yy > (x + m), then H, is True (Statistically Significant) as 14 falls
OUTSIDE Level C of the sample.

Confidence Level =C=1 -

P n
<« »

—

H,;: u#w |

—

H,: u#

Margirl of Error
Zlower x *1= Zupper

2. If (x —m) < <(x + m), then Hy is True (NOT Statistically Significant) as z4 falls
WITHIN Level C of the sample.

Confidence Level =C=1 -

P n
<« »

X

’ Hy: pn= 1

Ziower Margin of Error z%; = zypper

Example 3: A drug company sampled 30 pills from 30 different bottles and have found the dosage has a
confidence interval of 148 mg + 4 mg at Level C = 0.98. The dosage for each pill is labelled
150 mg. Are the pills sampled have a significantly different dosage than the label?

Confidence Interval at 148 mg + 4 mg has a range of (144 mg, 152 mg) at Level C = 0.98
(a=1-C=0.02). Since 1 =150 mg is WITHIN this range, the sample of 30 pills is NOT
Significantly Different at level a = 0.02 than what is stated on the label.

10.2B Assignment
pg. 549 #10.39; pg. 553 #10.41; pg. 555 #10.44;
pg. S57-559 #10.47, 10.49, 10.53. 10.55 and 10.57

Page 132. Copyrighted by Gabriel Tang B.Ed., B.Sc.




Statistics AP Unit 4: Inference: Conclusions with Confidence

10.3: Using Significance Tests

Purpose of Calculating P-Value: - to provide evidence against the null hypothesis (H,).

Purpose of Setting a Level of Significance (a): - to make decision or take action if the evidence reaches
a certain pre-set standard.

- CANNOT be use ONLY to describe the Strength of
the evidence, other descriptions such correlation
coefficient, confidence interval or P-Value must also be
present to support the case.

Choosing a Level of Significance

1. The tradition significance level is at o = 0.05. However, we can choose level lower than 0.05 depending
on the situation.

a. Plausibility of H: - the stronger the assumption, the smaller o needs to be to provide evidence for H,.

b. Consequences of Rejecting Hy: - the more serious are the consequences for accepting H,, the
smaller a is needed to convince the case for H,,.

2. Because choosing a can be subjective, P-Value should always be stated to let others decide other a.

3. The strength of the evidence lies in the P-Value. The judgement of “significant” versus
“insignificant” depends on the setting of a level by an individual.

4. Statistical Significance is NOT the same as Practical Significance. Large Sample Size (means

- o . . .
smaller sample standard deviation - o. = —=) can cause tiny deviations from the null hypothesis

N

significant.

5. Low Significance Level does NOT imply a definite strong association between two variables. It
only means there is strong evidence of some association. In other words, P-Values can merely
“Suggestive”, and NOT Conclusive.

6. Beware of Outliers, which can affect the means of the population and sample.

7. Always provide Confidence Interval as well as the P-Value.

8. Significance test gives no meaning when surveys are badly designed surveys because they produce
invalid results.

Example: The Hawthorne Effect results in more desirable outcome due to the subjects’ knowledge
that they are being tested and measured against a known standard.

9. Multiple Analyses (testing many hypotheses simultaneously) without any controlled variables
gives no meaning to significance test. This is because you can only evaluate evidence between the
population and sample mean of one variable at a time.

10. Real evidence can be taken seriously if and only if a hypothesis is stated, a reliable and
randomized survey or controlled experiment is carried out, and finally the data is tested for
significance.

10.3 Assignment
pg. 563 #10.59; pg. 565 #10.61; pg. 567 #10.63 and 10.65
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10.4: Inference as Decisions

Acceptance Sampling: - the purpose and the end result of a sampling is make a decision to either accept or
reject Hy.
- a significance level is decided BEFORE the sampling is carried out. (This is
very different than simply stating the P-value and let the user of the statistics
decide on the significance level AFTER the sampling.)

Error Probabilities: - the probabilities of error made rejecting one hypothesis over another.
- most commonly result from the inherit inaccuracy common in all measuring devices.

1. Typel Error (a): - an error made when we reject H, or accept H, when in fact Hy is true
(sometimes refer to as “false negative”).
- equals to the significance level of any fixed level tests.

2. Type Il Error (/): - an error made when we accept H, or reject H, when in fact H, is true
(sometimes refer to as “false positive”).
- anew standard of acceptance (H, or updated H,) is usually set. It is then
measured against the pre-set significance level of the old H,.

Actual Truth about Population

H, True H, True

Decision Reject Hy / Accept H, Type I Error Correct Decision
made from
Sample Accept Hy / Reject H, | Correct Decision Type II Error

P(Type I Error) =a

| H, is Rejected

\

H, is Rejected |

/

Hj is Accepted

-z Hy: 1= 1o z*
P(Type Il Error) =4
I
YR
I
RN
/ 1 \

I
I
I
H, is Accepted\ | H, is Rejected
I \ >
r:\

~

H,or Hy: pu—z* Ho: pi=p z*
(New Standard)
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Power: - the probability that a fixed level a significance test will reject Hy when a particular alternative
value of the parameter is true (supposing H, is correct).

- the complement of a type II error (1 — ).
- a high probability of power means the test is NOT sensitive enough to detect the H, case.

H, is Rejected : P(Type 11 Error) = 8

|
1 1S

/ '\
/7 N

H, is Rejected

H, is Accepted\
I N

H;:u -z*
(New Standard)
Power = (1 - )

Ho: p1= o

Example 1: There had been many controversies regarding the accuracy of polygraph tests used in criminal
investigations. A polygraph typically measures five bodily functions. They are thoracic
respiration, abdominal respiration, blood pressure / pulse rate, muscular movement / pressure,
and galvanic skin response. The magnitudes of these responses presumably indicate whether
the subject is telling the truth. Five experienced polygraph examiners were given a set of 40
records, 20 from innocent subjects and 20 from guilty ones. Each subject had been asked five
questions. On the basis of each question, the examiner was to make a summary judgement:
“innocent” or “guilty”. The results are shown below:

Actual Status

Innocent Guilty
Examiner’s Innocent 94 11
Decision Guilty 6 89

Describe the Type I and Type II errors in this context. What are the their respective error
probabilities?

We assume that people are asked to take a polygraph test when they claim they are innocent but there
is a reason to believe they are guilty. Hence Hj is true when the subject is Innocent and H,, is true when
the subject is Guilty.

Type I Error: When examiners decide that subjects are guilty when in fact they are innocent.
Type II Error: When examiners decide that subjects are innocent when in fact they are guilty.

P(Type 1 Error) = Guilty Cases as decided by Test | Actually Inncoent _ 6
All Cases Actually Innocent (94+6)
P(Type I Error) = 0.06
P(Type 11 Error) = Innocent Cases as decided by Test |'Actua11y Guilty 11
All Cases Actually Guilty (11+89)

P(Type II Error) =0.11
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Example 2: A local school district has a mean IQ test score of 108 with a standard deviation of 15. A

sample of 10 students’ IQ test scores from a particular school is taken.

a. A high school counsellor would like to test at the significance level of 0.02 the proportion of
the students above the mean. What is the rule for rejecting Hj in terms of z-statistic?

b. Describe Type I error and find the error probability.

c. The counsellor later learned that the population mean of a much larger population is 100.
Describe Type II error and find the error probability when #= 100.

d. Find the power against = 100 and evaluate the test sensitivity for H,.

a. Rule for Rejecting Hj in terms of z-statistic

’g o 11508 1. Stating Hypothesis
n=10 Hy: 1=108 H, is Rejected
a=0.02 H,: 1u>108 >

H, is Accepted o=0.02

2. Find critical value (z*) using o

(

* — 3 — =
z* = invNorm(1 — 0.02) = 2.053748911 Ho: =108 o+

3. State the z-test statistic that we will reject Hy

. : X— x—108 x—10
Reject Hy when z > z*: Since z = (;—/\7;0) = EIxS/«/E))’ we reject Hy when 1365/\/%) >2.053748911

b. Type I Error: When the counsellor believes that H, is true (z-statistic is above z*, 7 > 2.0537) but
the sample actually has z <2.0537 (Hy is true). [ P(Typel Error)=oa=0.02"|

c. Type Il Error: When the counsellor believes that Hj is true (x < 117.74 with 4= 100) but the
sample actually has x > 117.74 (H,_is true).

71N Raw Score of z*:

o\ . .
Type I Error L (o DR (F-108) ) (camaor
I I '
epted N \ Power 15/ «/ﬁ
1

N J % = (2.053748911)(15//10) + 108

x =117.7417864

Hy: 100 Hy: 11=108 old z* =2.0537 P(Type II Error) = normalcdf(—1 x 10%,

(New Standard) =117.74 117.74. 100, 15/@)
d. Power=1- 4 =1-0.99991 Power = 0.00009

Since Power is really small, the test is very sensitive for H,. P(Type I1 Error) = £=0.99991

10.4 Assignment
pg. 572-573 #10.66 to 10.68; pg. S75-576 #10.69 and 10.71; pg. S78 #10.73

Chapter 10 Review
pg. 580-582 #10.77 to 10.79, 10.81, 10.83 and 10.85
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Chapter 11: Inference for Distributions

11.1A: Inference for the Mean of a Population

Assumptions for Inference about a Mean:

1. The data from our survey is from a Simple Random Sample of size #» from a Normal Population.

2. In reality, we do NOT know the exact mean (1) and standard deviation (o) of the population. This
is because to find the exact population mean and standard deviation requires one to do a census of the
entire population. If the population is large, then it becomes an extremely difficult and time-consuming
task. Therefore, any population mean and standard deviation stated as reference are either theoretical
(as in the case of normal approximation to a binomial distribution), or from previous surveys taken.

Standard Error: - the standard deviation of a statistics as estimated from the sample data.

. o s
- instead of 0. =—=, standard error = —

Vn n

t—Distribution: - the distribution as using standard error as the standard deviation which is defined the
degree of freedom.
- like the z-distribution (Normal Distribution) with actual or pretend population mean and
standard deviation (z stands for z-score).

Degrees of Freedom (df): - equal to (n — 1). It is the same degree of freedom in the standard deviation

2 - %)
(n-1)

- measures the number of ways to compare with the sample mean based on the
size of the sample.

formula, s =

One-Sample z-Statistic: - the 7-distribution of a sample using one random variable.

One-Sample z-Statistics

with (n — 1) degrees of freedom (df)

Characteristics of z-Distribution:

1. It has a similar shape to the Standard Normal Curve (symmetric about (0 and bell-shaped).

2. The Spread is bigger than the Standard Normal Curve. The probability (area under the curve) is
bigger at the tails and less at the center compared to the normal distribution.

3. Asthe degree of freedom increases, the shape of the #-distribution approaches the normal curve.
This is because of the law of large numbers, where the sample mean and sample standard deviation will
approach the true population mean and standard deviation.
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Statistics AP

....lllll

Normal Distribution Curve

t-Distribution with df = 6

t-Distribution with df =2

t-Confidence Interval: - as in confidence level of z-distribution, this is an interval that shows the level of

around the centre of a 7-distribution.

assurance from a statistical report as represented by the symmetrical area

Critical Value (#*): - the z-score needed on the upper side of the mean to achieve the confidence level.

One-Sample -Confidence Intervals (x + Margin of Error) at Level C

Margin of Error (m) = Critical Value (%) x Standard Error of Statistic (o, = ji)
n

Confidence Level = C

A
A 4

Upper Tail
Probability

1-C

_/

Xiower € ) ~ Xunnor
— Margin —+ Margin

1
lower  of Error of Error

One-Sample Confidence Interval for a Population Mean

S— _
xtr* = wherem=r* X
Jn Jn

_C+C] to find r*

Note: DO NOT use invNorm(1

(Must use the Table on the next page to find #* from Level C
or Upper Tail Probability and df)

Specify
Confidence
Interval

Page 138.

One-Sample Confidence Interval
(TInterval) function on TI-83 Plus

Select
STAT

TESTS
Select T CALC “ﬂg

Test
Option 8 SanFeTest. .

OI
T
12—
% SamFTTest..
12
P2
T

—ProrsTest....
—ProriTest...
Interwal..
Interwval..

Enter xiB
Values =

n:lA
Specify. C-Lewus]:3as
Confidenc

Ealiylate
Interval

OR

SeIect

Stats

Press El;tel’ on Calculate
Select
Data if the
scores are
entered in

C- Leuel Q93
"Ealculat a column
such as L,

Press Enter on Calculjte

TInterwal
InFt:
L15t
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Tuble entry for @ and
iz the point * with
probability @ lving
abave if ond
probabilicy O lving

betaeen ' * omd ™.

Probaba hty

IIH
Table B¢ distribution eritical valwes
Tail probabidicy g

df 25 .1 A5 [} ns 25 ik .l NIk s il OGS
1 [RLLY 1.376 | a6 3078 .34 1271 15,55 ) 3 6 177.3 118.3 G356
2 Bl 1.1 | .3806 |.BRG 2020 430 4.849 5.0 Dors 1405 2233 LY A
3 TJ6S a8 1250 1638 1.353 3182 34E2 4.541 5= T7.453 10.21 1202
4 T4l a4 L.1u0 1.533 2132 2376 2000 1747 4.6404 5508 T.173 BA1D
5 327 220 L.156 14716 21015 2.571 2357 1345 4.032 477 5.p93 i B0
[ JI= i 1.134 1440 1 243 2447 2612 1143 iTar 4317 5208 5050
T Tl BOG L1148 1.415 1.805 2365 2517 2.008 34909 4025 4 TES SAGH

B i BED 1108 1.757 | B 2306 2449 2B 3.355 3,832 4 501 5041

q Jm BB .10 1.383 1.833 2262 2,308 2.87] 1250 AAUC 4.7 4 THI
K] i ] (LS 1.372 1.812 2228 2358 2,764 3164 3.581 4.144 4 SET
11 HUT B6 L 088 1.353 1.706 2.0 2328 2718 3106 3407 40025 44737
12 HUS B3 1083 1.356 1.782 2179 2303 1iE] 1,055 3428 1830 4318
12 A0 ETD L o7a 1.250 1.77 216D 228 1650 L 3372 1,852 4221
14 A2 B 1076 1.345 1.7l 2145 2.264 2.624 2977 3326 1787 4.140
15 A RS 1074 1.241 1.753 2131 2,249 20602 2047 3286 1733 44073
[ AU BES 1071 1.337 17456 2120 2,235 2,583 2,021 3252 LAEG 41015
T HRD B ey 1.333 1.740 2110 2224 2.557 21.598 3322 1 5d6G 1 555
1= HRE B2 LT 1.230 1.734 210 2214 2552 2.ETH 3,107 1611 3,922
] HRE R | 066G 1.328 1.720 2.0a3 2.205 .53 1841 317 1.570 1 BRI
20 HRT BED 10 1.325 1.725 208G 2197 2,528 1E4S 2,153 1,552 RS0
21 ARG BE0 | 0632 1.723 1.721 2080 21 21.518 1831 3,135 1577 1510
22 ARG BEE 1 0] 1.221 1.717 2,074 218 2,508 1EI 2110 1505 1792
23 HRE BEE | 060 1.Z19 1.714 2.0 2177 15K 2807 310 1485 1. 7658
el SRS BT | 050 1.Z18 1.711 2.0 2172 2,492 2.7a7 a0u] 1467 1,745
25 i BEG 1 058 1216 1708 2.0 2167 1485 2.THT A07TE 1450 1725
215 SR BE6 1 058 1.215 1.7 2066 2162 247 2,774 06T 1435 3,707
aT AR BSS 1 057 1.214 1.703 2.052 215 2.473 2.771 3057 1.42] 1A
2B SR BSS 1 056G 1.Z13 1.701 2.E 215 2447 2,763 2047 1408 1674
a0 HRL BS54 1 055 1.211 L 2.s 2150 24462 2. 756 A03E 1316 14550
in SR BS54 1 055 1.Z10 1 557 2.2 2147 2457 2,750 030 1385 35405
4 A B 1 050 1.7203 | &84 2.0 2123 2423 2,704 2971 1307 1.55]
50 IO B4 1047 1,20 | 5706 2.0 21w 2403 1G78 2037 1.1 L LT
[N HTO R 1 045 .20 1 4671 2.0 2.0 2.2 240 2915 1232 L A6
By HTE G 1043 .22 1 i 1000 2= 2,274 2.430 2 BET 1195 A6
10803 HIT Bd5 1042 .20 | & 18584 2.0l 2344 14216 2871 1174 150
[CET] LTS B2 1037 1.282 | fdis 1062 2,05, 2.am 2.581 2813 LIEIR 300
* AH74 B 103G 1.282 1 545 1,870 2005 2.3 1576 2ROT 1 1.
=0y GHiFE TOR =Y L OS5 L g5 UL . au =5 O 1%

Confidence level ©
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Using the z-Distribution Critical Values Table:

1.

Converting Upper Tail Probability (Area RIGHT of the 7-score boundary) to z-score
a. Look up the df (degree of freedom) from the row heading.

b. Look up the upper tail probability, p, from the column heading.

c. Follow that row and column to find the #score.

Upper tail probability, p
Example: Find t when p = 0.025 and n = 15 (df =14). df 0.025

Area =0.025

147 *(2.145)

Converting #-score back to Upper Tail Probability (Area Right of the 7-score boundary)

a. Along the row of df (degree of freedom), look up the closest -score(s) from INSIDE the table.

b. Follow that column(s) back UP to the heading and locate the corresponding upper tail probability.
c. May have to average the probabilities or guessed if the #-score used on the table is not exact.

Example: Find P(¢ > 1.60) when n =10 (df =9) Upper tail probabilit
df ( . | ;
Area = 0.075 ! 210 0.0

. : 7 ]
97 > 1.383 1.833

t=1.60 1s between 1.383 and 1.833

@075 (aver@
0 /=160

Converting ¢* (critical #-score) back to Confidence Level C (Area Within the | 7 | boundary)

a. Along the row of df (degree of freedom), look up the closest #*(s) from INSIDE the table.

b. Follow that column(s) back DOWN to the heading and locate the corresponding Confidence Level.
c. May have to average the confidence levels or guessed if the #* used on the table is not exact.

Example: Find Confidence Level, C, when —2.332 <¢ < 2.332 when n =25 (df = 24)
Upper tail probability, p
df 0.02 0.01

t*= 2.332 is between 2.172 and 2.492
247 > 2172 2.492

6%  98%

Confidence level C

- 0 =233 red) D
fow = —2.332 @97 (averaged
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Example 1: Suppose a sample of size 20 from a normal distribution gives x =5.78 and s. = 0.93. Find
the 90% ¢-confidence interval. Upper tail probability. p
Area =90% :
< > df 0.05
< > df=n-1
df =19
19 < 1.729 )
-/ : Area =5% 1
90%
X =578 » Xupper

Kinwwer +—X »Tuppe Confidence level C

Confidence Interval = ¥+ ¢* L =578 + 1.729 x 093 @ence Interval = 5.78 £ 0.3596
n 20
Using TI-83 Plus Calculator TInterual
Select TESTS Select Stats 5554%34 2 6. 13960
STAT EDIT CHLC pi==yg= TInter*ual H=
2tT-Test... InFtiDats EELE D= A3
3t 2-SamrZTest... %15, 78 h=2H
% %—EENPEF-E-I:... SKééE'S
rorZTest... _ _
&iZ—ProrZlezt. C-Lewsl:od =22 (01550 90 =L
riZ2Interwal.. Calcylate
Select T Interwal.. Confidence Interval = 5.78 + 0.3596
Option 8 I S~——
p Press Enter to Calculate

+ Margin of Error

size of 20.

We can say that with 90% confidence that the scores are in the range of 5.78 + 0.3596 from a sample

Example 2: Staffs from 15 different hospitals participated in a surveillance program to monitor the number
of patients experiencing adverse reactions to prescribed medication. The percentages for the 15
hospitals are listed below. Find the 97% ¢-confidence interval for the percentage of patients

that developed adverse reactions with prescribed medication.

58 53 45 39 46 54 79 82 69 57 46 63 84 46 73
First, Enter Scores in L, of Stats Editor Tirterusl
Select TESTS Select Data ESSEgEEh E. 23772
EDIT CALC p==E |[TInterwal H=
STAT G TheLs Shats Sx=1.471054844
F1Z2-SamreTest.. List: =13
g el | Bkl
H rorZTest.. —Lewel: . _
i Z-ProrZTest. Calculate m==%(6.8772 - 5.96) =+ 0.9172
rizlnteruwal.. T
Select TI”**E"”'E'l | Confidence Interval =(5.96 + 0.9172)%
Option 8 S—
p Press Enter to Calculate

We can say with 97% confidence that there are 5.96% =+ 0.9172% of the patients that will develop

adverse reactions with prescribed medication from a sample size of 15.
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Statistics AP

One-Sample #-Test: - a significance test comparing the sample mean after it has converted to a z-score with

the population mean (z) as ¢ = 0.

Three Steps of One-Sample 7-Test for a Population Mean:

1. State the Hypothesis (Hy: = 14 and H,).
2. Calculate the One-Sample #-test statistics.
3. Determine the P-Value.

One-Sample 7-Test Statistics

- \/;(f_,uo)

S

f = X =y
" /)

(n —1) degrees of freedom (df)

with

T-Test function on TI-83 Plus

Select
STAT TESTS
Select
Option 2 [EDIT I:FILI:
—pl]l i F-Test
?T Teztf..
2=SamrZTest....
4i2-SamrTTest..
S:1-ProrZTest..
& 2—ProrsTest..
rd4ZInterval..

Choose Data when Individual Sample
Scores are given (Enter them into L)

Choose Stats when Sample Mean and
Sample Standard Deviation are given

TETE%LI!EE oy T-Test
nFt. s at.= :
Specify Data_f~ppg: @ EL?F'E,‘ Data EEE
Location f=List:L1 Enter wil
Leave Fre=:l Values SK' 1
F 1 (TSI TN
req as Calculate Draw SATE TN
Vi A I:a Ulate Oraw

Select H, type Select H, type

/

Press Enter on
Calculate for P-Value

Press Enter on Draw
for P-Value along
with 7-Distribution

Press Enter on Press Enter on Draw
Calculate for P-Value for P-Value along with
Normal Curve

Fixed Significance Level One-Sample 7-Tests for a Population Mean

Given a fixed significance level, o, the CONCLUSION can be drawn after #-test is performed.

1. If p < a, then H, is True (Statistically Significant)
2. If p > o, then Hy is True (NOT Statistically Significant)
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One Sample One-Sided z-Tests

A Sample can be tested for Significance Level as a = tail probability. The CONCLUSION can
then be drawn. (H,: 4> w, or Hy: < 1)

H,is True when p < a
(Statistically Significant)
H,is False when p > a
(NOT Statistically Significant) »

—

D ST

X Ho =
t t=0 =0
One Sample Two-Sided 7-Tests

A Sample can be tested for Significance Level as oo = combined tail probabilities. The
CONCLUSION can then be drawn. (H,: u# 1) Total p

H,is True when Total p <«
(Statistically Significant)
H,is False when Total p > a

(NOT Statistically Significant)

X, Ho X,

t-Confidence Intervals with One Sample Two-Sided 7-Tests

A Confidence Interval of a Sample can be tested for Significance (Level C=1 — o). The
CONCLUSION can then be drawn.

1. Ifuy<(x —m)or gy >(x +m),then H,is 2. If (x —m) < <(x +m), then Hy is

True (Statistically Significant) as g4 falls True (NOT Statistically Significant) as /4
OUTSIDE Level C of the sample. falls WITHIN Level C of the sample.
Confidence Level =C=1-a
Confidence Level =C=1 - < >
< > X

—)

H,;: u#w |

[ —

[

Margirl of Error Ha p# po Hy: 1= 1
tower X r = tupper

<

tiower Margin of Error % =1t,,per
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Example 3: Lead content measurements (in mg/L) taken at eight California wineries are listed below. The
recommended maximum level of lead set by the US government is 0.20 mg/L. Can we
conclude that wineries, on the average, exceed the government limit with a significance level
of 0.05?

0.09 022 044 0.06 027 047 039 0.10

We have to enter the individual = Then, we run 1-Var Stats to obtain the Sample Mean, x

samples in L; of the Stats Editor STAT EOTT TETTE = e
L1 Lz L: 1 1-Var Stats ®=.295
STAT =

P 2-War Stats
=

Med—Med T
H LinEeadax+h ®=, | bdd IRy

- 3
T
= S uadRea T
ENTER &:CubicRed =
ENTER QL. - S BriartRea n=g

L1gi=

T
g

o =0.20 mg/L 1. Stating Hypothesis 2. Calculate /-test statistics

x ‘:00'2156542;%/;555 -y,  (0255-0.20)
N /) (0:1644905555/48)

n=10 a=0.05
@.9457290201

3. Fine P-Value from #-Distribution Critical er tail mbablllth p
Value Table using df =7, (n — 1) where n =8 daf 0.20 0 10

(¢ is slightly lower than the average of the two p
values. Therefore, it is closer to p as 0.20)

Hy: 1=0.20 mg/L
H,: 1>0.20 mg/L

7 7] . 0.896 1.119
t= 0.94573 is between 0.896 and 1.119

Since p (0.19) > a (0.05), Hy is true and H, is false. Hence, the mean lead level (0.255 mg/L) of the 8
California wineries sampled was not significantly higher than the U.S. standard of 0.20 mg/L.

Or Using 7-Test of the TI-83 Plus Calculator, Choose Data when Individual Sample
Select Scores are given (as entered into L)
STAT ° ° TESTS TITEt ey Select H,
hFt i I at=
Select Enter Mo, 2 e
EDIT_CALC LA Values Listely
Option2 |[{:7-Te=t_. Fr*i-q- 1{
—> |EHT-Test. piThl, b
?2 —SamFZTest.. Calculate
di2-SamrTTest..
E % EPDF'EFE'EE--- Press Enter on Press Enter on Draw for P-
?J-EIHEEEUEI?E Calculate for P-Value  Value along with -Curve
Cx-u,  (0255-0.20) Tolest
U= - t=. 94572960199
(S;/\/;) (0.1644905555/\@ |=-—. %EEEEEEEIS
p = 0.1878896215 " k=.O4E? r=.1078

(very close to 0.19 we got from the Table) Again, p (0.1879) > a (0.05), Hy is true and H,, is false.
Therefore, not significantly high enough compare to government standard.
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Data from Computer Assisted Program Minitab on Example 3

TEST OF MU = 0.200 VS MU G. T. 0.200 (Testof 10 =0.200 vs. 14 > 0.200)

n X Se Standard Error ¢ p-Value
N MEAN STDEV SE MEA T P VALUE
lead 8 0.255 0.164 0.058 0.946 0.188

Example 4: The Statistical Abstract of the United States in 2000 reported that the average stay for
delivering baby was 3.2 days. At Manoa Community Hospital in Honolulu, records show that
a random sample of 10 women delivering babies has a sample mean stay of 2.6 days and a
sample standard deviation of 0.82. Using a 5% level of significance to test the claim the
population average length of stay at Monoa Community Hospital is different than the national
average.

State Hypothesis
Hy: p=3.2 days

Mo =3.2days Xx =2.6days
n=10 a=0.05

s- =0.82
H,: p#3.2 days

Using 7-Test of the TI-83 Plus Calculator, Choose Stats when Sample Mean and

Select Sample Standard Deviation are given
STAT TESTS T-Test
InFt:Data EHEES

o Enter ”“:?3;52

clect  EoIT EHLE Values < S.3.52

Option 2 |{:7-Texzt Select H. r'| 16
— ?T—TEE‘L... elect i, type S LY TN
t2-SamrZTest Ea late Oraw

4:7-SampTTest...
2: 1-ProrsTest.. Press Enter on Press Enter on Draw for P-Value
& Z2—-ProriTest.. .
FLZInterual . (_Jral;ulaie for P-Value along with 7-Curve
-Te=s
xX— 2.6-32 . .
| ) (two sided) |, ¥E75%5) zae 1 oa3

|”=@Nﬂ_bwﬂw

t=12.313861703

C é =0.045951703

F=. 84539451 7A3
¥=l. B

Sw=.8Z2

n=1A

k=-z.x1z8 P 04El

Since p (0.04595) < a (0.05), H, is true and H, is false. Hence, the mean days of stay after
delivering babies at Manoa Community Hospital (2.6 days) of the 10 patients sampled was
significantly different than the national average of 3.2 days.

Matched Pairs ~Procedure: - a -procedure can be applied to matched pairs design (where a treatment are
given to subjects with before and after measurements taken).
- the raw data would be the difference between the “after” measurement and
the “before” measurement.

Example: An author of a “Fast Mental Math” book tested a small number of subjects before they read her
book and after they have learned her “fast” way of mental math. The differences between the test
scores are analyzed with the one-sample #-distribution.
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Example 5: ABC Driving School claims that students who received their instructions do significantly
better on their driving test. A sample of 16 students was tested before and after instructions
were given by the school. Evaluate the claim made by the school at the 5% significance level.

Student # | Before Instruction | After Instruction | Student # | Before Instruction | After Instruction
1 45 60 9 52 84
2 55 72 10 64 92
3 89 92 11 51 65
4 51 62 12 65 78
5 22 35 13 72 85
6 68 71 14 49 58
7 99 100 15 71 88
8 45 49 16 62 72

Since this is a before and after scenario and each subject is tested twice, we consider it as a matched
pairs design. Hence, the difference in the scores must be obtained for the one-sample #-procedure.

1. We have to enter the
individual samples in L; and L,
of the Stats Editor

STAT

Lz Z

Enter L3 = “Lz - L]”

L1

YE
EE
L]
g1
2z

Cursor must be on the
column heading before
entering formula

ig | Lz 5'Lz-L1"
&0
Letter =7 “ must be used FAEPHA +
to enter formula

Student # | Difference in Scores (After — Before) | Student# | Difference in Scores (After — Before)
1 +15 9 +32
2 +17 10 +28
3 +3 11 +14
4 +11 12 +13
5 +13 13 +13
6 +3 14 +9
7 +1 15 +17
8 +4 16 +10

Then, we run 1-Var Stats L3 to obtain the Sample Mean of the difference, x p.

STAT EDIT TESTS 1-Yar Stats L=

1-Var Stats

i Z2-Var Stats
i Med-Med

g Elnﬁﬁgiax+bh

ENTER a

- &iCubicREeg
rlyartEeg

( =12, EEFS;
é;—Eﬂ 46?3393?
Lt

In=16"

<

o =0 (No Improvement)
x =12.6875

2. Stating Hypothesis

3. Calculate r-test statistics

s. = 8.467339212 o Fopy _ (12.6875-0)

6 e 005 (s./vn) (8467339212/+/16)
t=15.993618388
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4. Fine P-Value from #-Distribution Critical Upper tail probability, p
Value Table using df = 15, (n — 1) where n = 15 df C 0.0005

p << 0.0005

15 > 4.073
t= 5.9936 is greater than 4.073

Since p << 0.0005 < a (0.05), H, is false and H, is true. Hence, ABC Driving School can claim their
instructions significantly improve driving test scores.

Or Using 7-Test of the TI-83 Plus Calculator, Choose Data when Individual Sample
Select Scores are given (as entered into L)
STAT TESTS T-Test
- Inet:DERE Stats| SelectHe
Select Enter 1 ME5, e
et [EnIT |:|=||_|: Values Froail.
Option2 1= % FE'E-% TEE T ERATY
E— =5
?2 S Tazt Calculate Draw
di2-SamrTTest..
2t 1-ProrsTest... Press Enter on Press Enter on Draw for P-
i 2—-ProrZTest.. .
FLZInterual. Calculate for P-Value  Value along with -Curve
T-Test
o Fopy _ (12:6875-0) o
(s./vn)  (8.467339212//16 Loy 3355185,
¥=12.6872
Sx=g2. 457339212
n=1¢
£=E.9035 P=i

Again, p (1.23 x 107°) < o (0.05), H, is false and H, is true. Therefore, the driving
test score is significantly higher after the instructions of the ABC Driving school.

11.1A Assignment
pg. 590-591 #11.1, 11.3, and 11.5; pg. 597-598 #11.7, 11.9 and 11.11; pg. 604 #11.13
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11.1B: Characteristics of 7-Procedures

Robust Procedure: - the ability of a procedure such that the sampling distribution of a test statistic remains

relatively unaffected by violations of its underlying assumption.

Characteristics of -Procedure:

Outliers can greatly affect 7-test statistic due to the strong effect they have on x and s..

Therefore, it is very important to check for outliers by plotting a histogram or modified box-plot.

t-procedures are fairly robust against non-normality (skewness) of a population when there are no
outliers. This property against non-normal population can be enhanced by larger sample size (law of
large numbers and central limit theorem).

Guidelines of Using the ~-Procedure:

1.

We must assume that the sample is from a Simple Random Survey of a large population. This is a
primary assumption over the possible non-normality of the population.

When n < 15, only use z-procedure if the data have no outliers and very normal.

When n > 15, we may use 7-procedure if the data have no outliers and somewhat normal (sligchtly
skewed).

When n > 40, we can use 7-procedure if the data have no outliers and non-normal (any degree of
skewness is fine).

Example 1: Evaluate if the #-procedure can be utilized in the following situations.

Number of Students

a. The final marks of 33 Algebra II students in a b. A sample wait time of 12 patients from a

school district. doctor’s office is recorded.

x: [0, 20 min, 2 min]
yi[=1,5,1]

] x: [0, 100%, 10%]

y: [-5, 10, 1]
| .0

Final Marks (%) Wait Time (min)

We can use the -procedure because even it is We cannot use the z-procedure because
slightly skewed, there are no outliers and n > 15. this distribution contains outliers.

Number of Patients

c. The age distribution of the US population in 1975.

x: [0, 100, 10]
y: [-5, 20, 5]

We cannot use the -procedure because this is a
population distribution, and not a sample.

Percentage of
Age Group

Age Group (years)
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Power of t-Test: - the probability that a fixed level a significance test will reject Hy when a particular
alternative value of the parameter is true (supposing H, is correct).
- the complement of a type II error (1 — ).
- a high probability of power means the test is NOT sensitive enough to detect the H,
case.

Ho is Reiected | P(T IE B t-Distribution
Normal Curve using the new sy 18 megeeted, (Type : rmr‘)yusing the old

and standard error s/</n 7S
(approximation to standard / : \ :
deviation of the normal curve) / I N
H, is Accepted\ | H,is Rejected
1 \ I >
7’ 1N
* - - =

H,: py —t* Ho: =y t*
(New —z* 4
Standard) Power=(1 - p)

Example 2: The samples mean percentage of caesarean births in 1999 for 20 states is 26.095% with a

standard deviation of 7.087%. The national average of caesarean births in 1999 was 25%.

a. Conduct a hypothesis #-test with a significance level of 0.20 that the sample of 20 states has a
higher average percentage of caesarean births than the national average.

b. An international average of caesarean births among all the western European countries was
found to be 19.3%. Write the rule of rejecting H) in terms of #-statistics.

c. Describe the Type I error and find the error probability.

d. Calculate the Type II error probability and the power against this alternate parameter.

a. w=25% x =26.095% 5. =7.087% State Hypothesis
n=20 a=0.20 Ho: M= 25% Ha: ﬂ> 25%

Using T-Test of the TI-83 Plus Calculator, Choose Stats when Sample Mean and

Select Sample Standard Deviation are given
STAT TESTS T-Test
InFtiData EEELEE

Select Enter 5_“25
Option 2 [F0L17C0C USEAE Values U E1£%7 532
p_» . $_¥§§% Select H, type hiZE

s BEFRD KD
E %_EFDP%FE'EE--- Press Enter 0n Press Enter on Draw for P-Value
TLFI nzgrﬁu a?i Calculate for P-Value along with 7-Curve
_ F-py _ (26.095-25) Tolget
- - L=. 690392313205
s./vn)  (7.087/720) £=. 2455684558
- w=26.
t=0.6909819205 SKEE' BE
_ n=
= 02489664588 memn loosug

Since p (0.24897) > a (0.20), H, is true and H, is false. Hence, the mean average caesarean birth
(26.095%) of the 20 states sampled was not significantly greater than the national average of 25%.
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b. Rule for Rejecting H, in terms of 7-statistic

o =_ 25% ) Upper tail probability, p
sz = 7.087% ar |, 020

n=20

a=10.20

H, is Rejected

1. Find critical value (¢*)

using o as p and df =19 < Hj is Alccepted
197 0.861
..t* =0.861 _O
Ho: 1=25%

2. State the z-test statistic that we will reject H,
X-u,  (x-25) : (x-25)

(5o/vn) ~ ros7/v20) ™ reject Hy when T.087/420) > 0.861

c¢. Type I Error: When we believe that H, is true (z-statistic is above #*, > 0.861) but the sample

actually has 7 < 0.861 (Hy_is true).
P(Type I Error) = @

d. Type II Error: When we believe that Hy is true (x < 26.36442788 with 1= 19.3%) but the
sample actually has x > 26.36442788 (H, is true).

Normal Curve using _Distribution
the new . and . Raw Score of #*:
P ! using the old x4
! (x-25)

standard error s/ «/; / \
1 1 H, is Rejected =0.861
Lo\ Y [7.087/420)

Type II Error
% = (0.861)(7.087/420) + 25
% =26.36442788

o=0.20

t*

Reject Hy when ¢ > ¢*: Since ¢ =

Hy: 19.3% Hy: ;1= 25% old * = 0.861
(New Standard) X =26.36442788

P(Type 11 Error) = normalcdf(0, 26.36442788, 19.3, 7.087/+/20
P(Type II Error) = = 0.9999958579

Y

Power=1- 4 =1-0.9999958579 Power = 4.142 x 10

Since Power is very small, the test is very sensitive for H,.

11.1B Assignment
pg. 608-609 #11.15 and 11.17;
pg. 611-612 #11.19;
pg. 613-616 #11.21, 11.23, 11.27 and 11.29
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11.2: Comparing Two Means

Two-Sample Problems: - problems that deal with comparative experiment (involving giving each group of
subjects different treatments — tested drug versus placebo).
- this is different than matched pairs designs where subjects of the same group
receive two different treatments — before and after tests).
- there may be two different sample sizes, two different sampling means, and two
different sampling standard deviations.

Comparing Two Means: - there are two assumptions when comparing two means:

a. Both Samples are Independent of each other and they are drawn from Random Samples.
b. Both Populations are somewhat Normally Distributed.

Note: Similar to any z-Test/Interval or t-Test/Interval, it is important to do a back to back stem plot or
double box plots to assess any outliers in both samples.

Difference of Two Sample Means

Difference of Two Population Means = (x4 — 16)
Difference of Two Sample Means = (X, — X,)

2 2
Difference in Population Standard Deviations: (o1 — o2) = ,|[—+—
1 n2
. 1 1
(Special Case when o = 03) (cn—om)=0c | —+—
1 M
2 2
Difference in Sample Standard Deviations: S1—8s2)= | —+—
1 n2
. 1 1
(Special Case when s; = s3) (s1—-$2)=s |—+—
n, n,

Note: Standard Deviations cannot be subtracted directly. They must be change to variance
first before the difference can be found.

z-Statistic and 7-Statistic for the Difference of Two Sample Means

z-Statistics: z= CRE ) i ) t-Statistics: ¢= (¥, = %)= (1~ 1,)

ol o st 52
Ly 2 R
n, n, h, n,
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Two-Sample -Procedures: - there are two methods to find two-sample z-confidence interval or use #-test.

. h, n,
1. Use the combined degree of freedom formula because ny # n2.  dfcombined =

L), 1 (s
n,—1\ n, n,—1{ n,

The formula is fairly accurate when both #; and n, > 5. The TI-83 Plus graphing calculator as well as
other Statistics Computer Software uses this formula to generate the approximate z-statistics and p-
value.

2. Use the same #-procedure as before but refer to the table using the SMALLER Degree of Freedom
from df; = (n; — 1) and df; = (n, — 1).

Two-Sample -Confidence Intervals [(x, — Xx,) + Margin of Error] at Level C
2 2
s° s
Margin of Error (m) = Critical Value (r*) x Standard Error of Statistic [(s; —s2) = ,[—+—]
n n,

Confidence Level = C

A
A\ 4

Upper Tail
Probability
1-c

2

(Xl - XZ) lowe<r | :(Xl _XZ) upper

f (fl - Ez) . F=1
" _ Margin + Margin upper
of Error of Error

Confidence Interval for a Population Mean

2 2 2 2
_ s; S s, s
(X, — X,)xt* |[--+-2 wherem=r* |1+

h, n, h, n,

Note: DO NOT use invNorm (¥+ C) to find #*

(Must use the z-Distribution Table to find #* from Level C
or Upper Tail Probability and the Smaller of df; and df;)

Page 152. Copyrighted by Gabriel Tang B.Ed., B.Sc.




Statistics AP Unit 4: Inference: Conclusions with Confidence

Two-Sample Confidence Interval (2-Samp 71Int function) on TI-83 Plus
Select
STAT TESTS
Select EE%TSEHLg l
. —SamrTTe=s
Option 0 15: 1 _FrorzTest.
6 Z2-FProrZTest..
riZlnterual .
2:TInterval.
2t 2=SamrZInt...
MZ-SamrTInt.. Select
OR 7 Dataif the
EESEE?E I Et EESEE?T Int - scores are
ETTEII ata Specify Lri-lzt ll!F-E . Stats entered in
Enter S:i:lélEl Select Locations IIEiE.t%l IIE a column
nl: resql: hasL
Values L Stats .of Data Froaz: 1 such as 1,
Sw2id Specify C-Lewea]:97
InZ:o Confidence lPooled: R Yes o
o 2=SanrTInt Interval 2=SanrTInt
thiz@ tListl:lA
®Z2iH ListZ:iLz
SxZiA Frexlil
EEEE 1:97 EPEqE: % a7
if —Leue]: . —Leue]:
zpecfl.g — Fooled: Yes Pooled: Select No Fooled: Yes
onhidence | Calcylate Calculate
Interval T T
Press Enter on Calculate Press Enter on Calculate
Pooled Data means when two sample variances are equal. Hence dfcompinea = (1 — 1) + (n2 — 1).
In most cases, the two samples do not have the same variance. Therefore, we usually select No
Pooled on the TI-83 Plus.

Example 1: Researchers set out to compare the amounts of money spent at Christmas at two competing
department stores, X and Y. Fourteen shoppers at store X are chosen at random and sixteen
shoppers at store Y say they spent the following amounts of money.

Department Store X Department Store Y
$89.81 §$77.50 $87.13 | $467.00  $5.00 $68.94
$89.00 $15.00 $148.00 | $31.56 $2.00 $74.69
$29.00 $78.13  §5.50 $3.19 $13.50  $30.02
$19.56 §$493.00 $89.79 | §96.25 $10.13 $21.13
$71.75 $249.00 $10.25 $20.19
$11.56  $10.00

Determine the 90% confidence interval for the difference in mean spending at the two
department stores.
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We have to enter the individual Then, we run 1-Var Stats on each L; and L, separately to

samples in L; and L, of the obtain the Sample Means and Standard Deviations, (X ; and
Stats Editor X , with s; and s7)
1-Var Stats 1-Var Stats
L1 Lz Lz Z STAT ®=118.155 ®=24. 713125
STAT Br.A | en.dd zx=124Z2.17 Zx=870.41
o o Ewe=3V7E32.17 Ewe=241A92, 458
Ema et Sx=126. 3201695 Sx=113.4306982
______ 200E M 1.7299217 9. 8262823
ENTER eana)
Lz =

x 1 =110.155
s1=126.3251098
ny = 14

s> =113.4906902
My = 16

(%, — x,) = 110.155 — 54.713125 Upper tail probability. p
(X, — X,) =55.441875 df 0.05

o s) st [(126.3251098)  (113.490602)
(s1=92) = f|—=+— = + BT €1771)
n, n, 14 16

A
(51— 52) = 44.10064424

dfcombinea = 11 — 1 = 13 (use smaller of the two sample size) 90%,
’ Area =90% | Area =5% Confidence level C
————>
s; 8,
Confidence Interval = (X, — x,) +¢* |+ +-—*
o
_/ wonﬁdence Interval = 55.441875 + 1.771 x 44.10064424

— - -
Koo (51— %2) @ﬁde“ce Interval = $55.44 + $78.10

$55.44 “pper

P .

**Note the difference between the two

£ Margin of Error 13, 0ds of calculating 2 —Sample -Interval

or Using the 2-SampTInt EES_?EF“%”EE &2
Select TESTS Select Data %t‘fﬁéﬂrﬁgﬁﬂ
STAT EDTT CALL TEaeTIt  PtaneTInt el
==>aMF (=5 P nFL.: art=s 1= LY | — "
S:i-ProrgTest.. || Listi:ld CiztZilz A5xe=113. 49863
%=%EFEDPET?SLN %iit%=%2 Ereq%=%
H nLerval.. resls ey —
&i TInterual Fres2i | C-Level:. S L
U 2-Sanrslnt.. C-Leusl:.9 Pooled: Yes 15254 F13I155
IMZ-SanrTInt.. JPooled:@RE Yes Calculate Caq=16. 35511
Select / Sxp=113. 49063
Option 0 2;2%2
Select No Pooled Press Enter to Calculate m

= 4+ — =+ 6
m =+ (130.62 ~ 55.441875) =+ 75.178125 We can say with 90% confidence that the

difference of spending by shoppers of the two
=$55.44 + §75.
@nce L st B e L stores is $55.44 + $75.18 with a combined degree of

freedom of 26.424.
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Two-Sample #-Test: - a significance test comparing the two-sample means after one of them has converted
to a t-score with the other sample mean as 7 = 0.

Four Steps of Two-Sample -Test for a Population Mean: Two-Sample ¢-Test Statistics
1. State the Hypothesis ‘ (ﬂl ,uz) with
(Ho: i1 = o and H,: i # 1 0F 1y > 1 OF iy < gi). s st §?
2. Calculate the Two-Sample #-test statistics. 4+
3. Decide on the method to obtain df.;.pinca (Pooled or Not Pooled) nm
4. Determine the P-Value. combined degrees of
freedom (dfcombined)

2-SampT-Test function on TI-83 Plus

Select
STAT o o TESTS

I%D%TTEHIEE
est..
Select |5 T Tezt.
Option 4 [3: 2—SampiTest...
—> il -SamFTTest..
:1-ProrZTest..
& 9-PropeTest..
b2 Interval..
Choose Data when Individual Sample Scores Choose Stats when Sample Mean and
are given (Enter them into L; and L,) Sample Standard Deviation are given
2= SEEPTTEEtSt : EESEEPETEEt
Specify Data LTZt ll!%-E aLs InetiData St.at.2]
Locations Iﬁlit% IIz Enter S:iccl lél
el fl:
Leave Both Frea2:1 Values ¥25A
Freq as 1 pls TR R Szl
Pooled: i Yes dnz2: 18

Select H, type o o

%ESEETT[EEt %—?ETETTEEt
Listz:ilz Select H, type | H5:

Froaz: 1 T

e hzs

ﬁéé = _{”Evggz Pooled: Select No ﬁéé‘ = ‘:”EHJ;;E
Calculate Draw | - Ealculalég O a1

/ \ /

Press Enter on Draw Press Enter on Draw
Press Enter on Press Enter on .
Caleulate for P-Val for P-Value along Calculate for P-Val for P-Value along with
u Y€ with t-Distribution alcuiate for f=value Normal Curve

Pooled Data means when two sample variances are equal. Hence dfcombinea= (1 — 1) + (n2 — 1).
In most cases, the two samples do not have the same variance. Therefore, we usually select No
Pooled on the TI-83 Plus.
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Fixed Significance Level Two-Sample z-Tests for a Population Mean

Given a fixed significance level, o, the CONCLUSION can be drawn after #-test is performed.

1. If p < a, then H, is True (Statistically Significant)
2. If p > o, then Hy is True (NOT Statistically Significant)

Two Sample One-Sided #-Tests

A Sample can be tested for Significance Level as a = tail probability. The CONCLUSION can
then be drawn. (H,: 14 < tn, or H,: 1y > 1b)

H,is True when p < a
(Statistically Significant)

H,is False when p > a
(NOT Statistically Significant)

Two Sample Two-Sided 7-Tests

A Sample can be tested for Significance Level as o = combined tail probabilities. The
CONCLUSION can then be drawn. (H,: 1 # 1) Total p

H,is True when Total p <«
(Statistically Significant)

H,is False when Total p > a
(NOT Statistically Significant)

Example 2: Using Example 1 on pg. 153, determine if the average spending for shoppers of department
store X is significantly higher than the average spending for shoppers of department store Y at
a 5% level. State the hypothesis and perform a 2-sample #-test.

From the last example, we know that, 2. Calculate t-test statistics

f1=ﬂ1=110.155 f2=ﬂ2=54.713125 . 1101 _54 13125

s1=126.3251098 52 = 113.4906902 ta g = (e —11:) = (110.155 7 )

m =14 ny=16 58 \/ (126.3251098) _ (113.4906902)°
n, N, 14 16

1. Stating Hypothesis
t=1.257166604
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3- dfcombined =ni— 1=13
(use smaller of the two sample size)

4. Fine P-Value from #-Distribution Critical
Value Table using df.ompinea = 13

(¢ is slightly lower than the average of the two p
values. Therefore, it is closer to p as 0.15)

Upper tail probability, p

137" 1.079 1.350

t=1.2572 is between 1.079 and 1.350

Store Y shoppers sampled.

Since p (0.13) > a (0.05), H, is true and H, is false. Hence, the average spending of Department
Store X shoppers sampled was not significantly higher than the average spending of Department

Or Using 7-Test of the TI-83 Plus Calculator,

Choose Data when Individual Sample Scores
are given (Enter them into L; and L,)

Select
STAT

TESTS
Enter
EI T I:FILI:

Values

1

Select No

Select

Opﬁon4 SamFsTest..

2=SamFTTest

SamFrTTest..

Pooled ™!

Enpti Stats
i= i
Cisfa:ls Select H,
Fregl:l type
Freaz:l

plsgFps <pd
JPooled:RE Yes

2=SanrTTest
tListl:lA
ListZilz
Freal:l
Freq2il
plagpz <p2
Fooled:
Calcula

=E
e Oraw

FrorZTest..
FrorfTaest..
Interwval..

I
2T
T
P A=
2=
Pl-
P2
£

1

C
dfcombmcd 26 42393542

2=SamFTTest

Press Enter on
alculate for P-Value

Press Enter on Draw for P-

Value along with -Curve

Choose Stats when Sample Means and
Sample Standard Deviations are given Select H,

TR TA
t=1.257 165604 <
F=. 1892346087 ES ¥

> =26, 42333542
#1=118. 155

L¥z=04.71

g Enter
3125

1
z
1
5 Values

2=5amFTTest
InFtiData
®¥1:118.15
SxlilZ2e.325189
hlsld
¥2iod,. 713125
SxZi 1134968694,

dhZile

2=SamrTTest type
Trizid b

r-l | |

¥2eod. 713125
SxZi 113, 4986
nasle

plagpz <p2
Fooled:
Calcula

=E
e Oraw

2=SamFTTest

KA FEE
tTxz=54.713125
Sx1=126.32511
Sxe=113.496859
ni=14

nz=1g e
[ |

=

t=1.2

k=1.zEre r=.1098

_ (—m) _

Select No 7z

Pooled
Press Enter on
alculate for P-Value

/

Press Enter on Draw for P-

Value along with -Curve

(110.155—-54.713125)

2
S
1

.\ (113.4906902 )’

b

n

dfcomhined iS

14

66604 (same as calculation)

s \/(126.3251098)2
2

16

p =0.1098460705 )different than before because

not the same)

Again, p (0.1098) > a (0.05), H, is true and H, is false. Therefore, store X shoppers do not spend
significantly more on average than store Y shoppers.
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Statistics AP

Two Sample -~Confidence Intervals with Two Sample Two-Sided #-Tests

<

1. If sy <(to—m) or py > (o + m), then H, is
True (Statistically Significant) as g4 falls
OUTSIDE Level C of the sample mean.

Confidence Level=C=1-qa

[

<

—

>

>

——

»

Hu: m#m|

tlower

Margill of Error

2]

H,: i # 11

e —
== tupper

A Confidence Interval of One of the Two Sample can be tested for Significance (Level C=1 - )
against the Other Sample Mean. The CONCLUSION can then be drawn.

2. If (ip—m) <y < (1 + m), then Hy is True

(NOT Statistically Significant) as z, falls

WITHIN Level C of the other sample mean.

Confidence Level =C=1 -

P

<«

753

Hy: tn = 11

n
»

<

tiower Margin of Error

% —
= tupper

Robustness of Two-Sample z-Procedure:

1. Generally, Two-Sample -Procedure is more robust than One-Sample 7-Procedure. This is
especially true when the distributions are not symmetrical.

2. Even using the approximation of the lower df being the df.ombined, the z-distribution table is fairly
accurate down to ny = n, =5.

3. For non-normal cases, an approximation can be use for df:ombinea = 71 + 15.

11.2 Assignment
pg. 618 #11.31; pg. 628 #11.33 and 11.35;
pg. 631-632 #11.37 and 11.39;
pg. 637 #11.41; pg. 640 —642 #11.45, 11.47 and 11.49

Chapter 11 Review
pg. 647-652 #11.57, 11.59, 11.61, 11.63, 11,65 and 11.67
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Chapter 12: Inference for Proportions

12.1A: Inference for a Population Proportion

Sample Proportion ( p): - the experimental probability (the ratio of favourable outcome and the total

number of possible outcomes) of a sample.

Standard Error of Sample Proportion: - the standard deviation of a statistics as estimated from the
sample proportion.

. o e
- instead of o = —=, we use standard deviation of sample

Jn
binomial probabilities o = 4/ f)(l - [)) and divide by Jn

z-Statistics of Sample Proportion: - using the z-distribution (normal curve), the sample proportion ( p)

is compared to the population proportion (or theoretical
probability p) as well as the its standard error.

Sample Proportion Standard Error of a Sample Proportion
p= # of Favorable Outcomes in a Sample SE - p1-p
Total Number of Outcomes in a Sample n

One-Sample z-Statistics of Sample Proportion

pP-p
pa-p)

n
p = Sampling Proportion p = Population Proportion n = sample size

Assumptions for Inference about a Proportion:

1. The data from our survey is from a Simple Random Sample of size n from a Normal Population.

2. Like the Normal Approximation to a Binomial Distribution, the population must be 10 times the
sample size (n).

3. For a Confidence Interval: n p>10 and n(1 —p) > 10

4. For a Significance Test of Hy: p = po: npy 2 10 and n(1 — pg) > 10

Confidence Intervals ( p + Margin of Error) at Level C

n

Margin of Error (m) = Critical Value (z¥) x Standard Error of Sampling Proportion [ pl——p]
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< Confidence Level = C > Confidence Interval with

< 1-PropZint function on TI-83 Plus

1-C Select
=~ +
Area 5 C STAT ° ° TESTS
1-C

Area= ——

2 y Select |[ED

< _/ \OptlonA E
E:

EH

5 H

nterwal.

SanFelnt...
—SamrTInt..
—ProrZInt..

ZInt
I:;_P i # of yes

Allower< > Xupper
—Margin p+ Margin
of Error of Error

Confidence Interval for a Population Mean Enter {

¥ = Zupper > :il.!

Zlower

_ _ Values
pl-p

pret

" |
where z¥ = invNorm [ﬂ+ C) andm=z* |2 1-p |
2 h Press Enter on Calculate

Example 1: From a random survey of 1000 people, 852 of them believe that the government should
regulate the electricity industry. Calculate the 95% confidence intervals and the margin of
error in percent. Report your final answer in complete sentences.

1. We have to first evaluate n p and n(1 - p)
n=1000 p = % =0.852 np =(1000)(0.852) =852 >10
n(1 —p)=(1000)(1 —0.852) =148 > 10

(We can approximate using One-Sample Proportion z-Statistics)

2. Find z* and Calculate Margin of Error 3. State Confidence Interval

: 1-0.95 B
= invNorm (0.975) ( + 0'95j =0.975 We are 95% confident that the sample
2% = 1.959963986 has a proportion of 0.852 + 0.022. This
i 7 means that 85.2% of the people sampled
m=+z /pil j =(1 959963986)\/ 0.85 )( —0.85 ) agree that government should regulate
n 1000 electricity. This is accurate within
m=%0.022 12.2%, 19 times out of 20.
= ()
Or Using TI-83 Plus (0.82999, 0.87401) | ATEERSH
=0.852 £ 0.02201
1-Prordlnt. 1-ProrZlnt
i ?g%a g E%E%‘B: SrdEla
n: —
C-Leuel:as r=1 B8 Area =2.5% 4 \
Calculate
p =0.852
Xiowerd—r » Xupper

0.82999+ Margin of Error 0.87401
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One-Sample z-Test for a Population Proportion: - a significance test comparing the sample proportion
( p) from a large population after it has converted to a

z-score with the population proportion (py) as z = 0.

One-Sample z-test statistics for a Population Proportion (z;): - when the sample mean from a single
variable is converted to a z-score for the comparison with the

population mean using the sample standard deviation.

One-Sample z-Test Statistics for a Population Proportion (p,)

A

_ P— Dy
z, = ————
p,(-p,)

n

Three Steps of One-Sample z-Test for a Population Proportion:

1. State the Hypothesis (Hy: p = po and H,).
2. Calculate the One-Sample z-test statistics for a Population Proportion.

3. Determine the P-Value.
One Sample One-Sided z-Tests for a Population Proportion

A Sample can be tested for Significance Level as a = tail probability. The CONCLUSION can

then be drawn. (H,: p < py, or H,: p > py)
H,is True when P< o
(Statistically Significant)

H,is False when P> o
(NOT Statistically Significant) P
s — -
5 » Po P
0 —
z z=0 ¢=0 ¢
One Sample Two-Sided 7z-Tests for a Population Proportion

A Sample can be tested for Significance Level as a = combined tail probabilities. The

CONCLUSION can then be drawn. (H,: p # po) Total P

H,is True when Total P < o
(Statistically Significant)

H,is False when Total P> o

(NOT Statistically Significant)

2 Po D,
-z z=0 b4
Page 161.
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Fixed Significance Level One-Sample z-Tests for a Population Mean

Given a fixed significance level, o, the CONCLUSION can be drawn after z-test is performed.

1. If P<aq,then H, is True (Statistically Significant)
2. If P> a, then Hyis True (NOT Statistically Significant)
1-PropZ-Test function on TI-83 Plus
Select
STAT TESTS torrgreTest
Enter{ a1 «—it of yes
1 Values U nifema
0 FO *F0O
E?%ITEE%E Calculate DOraw
S T-Tezt. Select H, type
Select 3 2-Sarrelest.. b \
Option 5, |1 % Er‘?g§£¥§§% Press Enter on Press Enter on Draw
?2 —ProriTest.. Calculate for P-Value for P-Value along with
FhZInterval.. Normal Curve

Example 2: In 2003, the U.S. Department of Transportation, National Highway Traffic Safety
Administration reported that 67% of all fatally injured automobile drivers were under the
influence. A random sample of 200 records of automobile driver fatalities in San Mateo
County, California, in 2003 showed that 111 involved a driver under the influence. Do these
data indicate that the sample proportion of driver fatalities caused by driving under the
influence in San Mateo County is significantly different compared to the national proportion?
State your hypotheses and use the significance level of 0.01 to evaluate.

n =200

Po=67%=0.67
5 =111/200 = 0.555
o =0.01

Evaluate n p and n(1-p) 1. Stating Hypothesis

np =(200)(0.555)=111>10
n(l —p)=(200)(1 - 0.555)=89>10
(We can approximate using One-
Sample Proportion z-Statistics)

2. Calculate z-test statistics

, = P=p (0.555-0.67)
n 200

3. Calculate P-Value

P =1 —normalcdf (—3.458744383, 3.458744383)

3, =13.458744383

(£ because this is a two-sided alternative — H,: p # py)

C P=5.4279 x 10_! D

Since P (5.4279 x 10™*) < o (0.01), H,, is true and H is false. Therefore, the sample
proportion for driver fatalities under the influence from San Mateo County is
significantly different than the national proportion.
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Or Using 1-PropZ-Test of the TI-83 Plus Calculator, T-Fror=Test

Select -FO0:.57 Select H,
Enter . ~

=il111

TESTS Values | ) / type

l FH O {FD *FD

Calculate Oraw

I w
1:72
2T / N
Select I12-SanFzTest.. Press Enter on Press Enter on Draw for P-
Option 5 4: % EEEEE¥E§E"' Calculate for P-Value  Value along with -Curve
1 Z—ProrZTest.. 1-FroFzTest.
F¢21nterual FIrofF#.
. z=-3. 4587443583
.- PP _ (0.555-0.67) ;355%%?9435 -4
" p(-py) [ \/ (0.67)1-0.67) e aa
n 200 z=-34E07  |p=EE-y

z; = +3.458744383

_ —4
e Again, P (5.4279 x 10~ < a (0.01), H, is true and H, is false.

Therefore, it is significantly different compare to national population proportion.

Example 3: 150 bipolar patients are given a new drug that may improve the 45% effective treatment rate
for the medication currently available.
a. State the hypotheses that need to be tested.
b. Determine the decision rule for which a will be 0.05.

a. po=45%=0.45 n=150 State Hypothesis

Tgp=0s tip=045D

b. Decision Rule means finding p such that P (z = z*) = o. = 0.05

z* =1invNorm (0.95) = 1.644853626

. H,i
1, is accepteg

Z*: f?_po
po(1=p,) > \ P=0.05
n Jeft Area ¥ 0.95 L
R 1-
p=z* (1/’90— [nprjJ +po po=0.45 p

t=0 7
p=(1.644853626) (\/ (0.45 )(1_0'45)] +0.45

p=0.5168
150

In terms of number of patients: X=n p = (150)(0.5168) = 77.52 X=

78 patients

When the new drug has an effective rate p > 0.5168 or 51.68% or (78 or more patients), then it
will be significantly more effective than the old drug. If the new drug has an effective rate of p <
0.5168 or 51.68% or less than 78 patients, then it is not significantly different than the old drug.
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z-Confidence Intervals with One Sample Two-Sided z-Tests for a Population Proportion

A Confidence Interval of a Sample can be tested for Significance (Level C=1 — ). The
CONCLUSION can then be drawn.

1. Ifpo<(p —m)orpy >(p +m), then H,is 2.

True (Statistically Significant) as p, falls
OUTSIDE Level C of the sample.

If (p —m)<py<(p +m),then Hy is
True (NOT Statistically Significant) as p,
falls WITHIN Level C of the sample.

Confidence Level=C=1-a
Confidence Level =C=1 -« < >

<«

A

< » 4

<« »

— ——

>

[

Ha: P # Do

Zlower

p

Margirl of Error

Ha: P # Do

* —
= zupper

Hy: p=po

<

Zower Margin of Error z¥%=z,5per

Example 4: A survey of local parents’ attitude towards school uniform in public schools was conducted
with a sample size of 500 people. The result of this local survey indicated that 64.3% of the
parents believes school uniforms with improve students’ behaviours in and out of class. The
local survey further stated that it was accurate within £2.8%, 19 times out of 20. If the national
survey shows that 66.8% of the parents’ favours the implementation of school uniforms in
public schools, is the local survey significantly than its national counterpart?

Confidence Level = C = 0.95

(19 times out of 20)
Since po = 66.8%, it is within the
confidence interval of the sample
proportion (64.3% £ 2.8%).
Therefore, the local survey is NOT
significantly different than the
—_— " ~~——  Lational survey regarding parents’
y p =64.3% / attitude towards uniform in public
K . schools.
643 — 2.8 Margin of Error 64.3+2.8
ﬁ lower — 61.5% ﬁ upper 67.1%
Hy: p =66.8%
12.1A Assignment

pg. 660 #12.1 and 12.3; pg.664 #12.5; pg. 668—669 #12.6 to 12.9
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12.1B: Sample Size for Desired Margin of Error

Sample Size for Desired Margin of Error: - to calculate the sample size (1) needed to yield a specific
margin of error (m), we have to know the standard error

. . p *(1—= p %
of the population proportion | ,|———= | and the
n

confidence interval (so we can find z¥).

Sample Size for Desired Margin of Error

2
% _ * %
g 2P (lnijm or n> (’zn—) (1 - p*)

p* = “guessed” population proportion (because we really don’t know
the ideal population proportion unless a census is taken)

The minimum » of the inequality can be obtained when p* = 0.5. This
is due to y = x(1 —x) reaches its maximum when x = 0.5

Example 1: Determine the minimum » needed for the survey where the margin of error is no greater than
1% at a 97% confidence interval.

m=0.01 *(1_ %
i [P*1=pY) @PLW,
n

p*=0.5 (since we do not know the ideal 5
population proportion — this will give us the 0> z* (1 = p*)
worst case minimum 7 needed) B

2
Cc=0.97 n> [M) (0.5)(1 -0.5)
. 1-C 0.01
AISIINGER === n > 11773.23059
z* = invNorm(0.985) Area=97%
z*% =12 170090375 < > @1 1774 (always ROUND@
n="7? We will need 11774 people in order to make a survey
accurate within 1% at a 97% confidence interval.
Area =1.5%
p*=0.50
+ Margin of Error
Aleower = 0‘49 Xupper = 0-51
—z*=-2.17 ¥ =-2.17
12.1B Assignment

pg. 672-677 #12.10 and 12.11; pg. 675 #12.13, 12.15, 12.17 and 12.19
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12.2: Comparing Two Proportions

Two-Sample Problems: - problems that deal with comparative experiment (involving surveying opinions
of each population groups).
- this is different than matched pairs designs where subjects of the same group
receive two surveys — before and after events).
- there may be two different sample sizes, two different sampling proportion
means, and two different sampling proportion standard deviations.

Comparing Two Means: - there are several assumptions when comparing two means:

a. Both Samples are Independent of each other and they are drawn from Random Samples.

b. Both Populations are Large, Binomial in Nature, and Normally Distributed.

c. Like the Normal Approximation to a Binomial Distribution, the population must be 10 times the
sample size (n).

d. For a Confidence Interval: ny p1>25;m(1—p)>5;mpr>25and ny(1-pr) 25

e. For a Significance Test of (Hy: p, = p,):mip125;m(1—-p1)=25;mpr>25and ny(1-p2)>5

Difference of Two Sample Proportion Means

Difference of Two Population Proportion Means = (p; — p3)
Difference of Two Sample Proportion Means = ( p, — p,)

1- 1-
Difference in Population Proportion Standard Deviations = \/ rli-p) +P (1= p,)
n, n,

(Special Case when p; = p,) = \/( p(l - p){i + L]

Difference in Sample Proportion Standard Deviations = \/ (1) + P (1= p,)
n, n,

L)

(Special Case when p, = p,) =\/(j,(1_i,){i+ij
n

Note: Standard Deviations cannot be subtracted directly. They must be change to variance
first before the difference can be found.

z-Statistic for the Difference of Two Sample Proportion Means

(B, - 5,)-(p, - p,)
\/i’l(l_i’l)+ i’z(l_i’z)

ny n,

z-Statistics: z=
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Two-Sample Sampling Proportions z-Confidence Intervals [( p,

— p,) =+ Margin of Error] at Level C

Margin of Error (m) = Critical Value (z*) x Standard Error of Statistic

[SE=J'

pl(l_ﬁl)_i_ i’z(l_ﬁz)]

n, n,

Confidence Level = C
Area = ﬂ +C
2
Area = ﬂ
_ 2 \
(ﬁ1 - i’z) < ([3 i) ) =(ﬁ1 _ﬁz) upper
Zlower 1 2% = Zupper
" _ Margin + Margin ppe
of Error of Error

i’l(l_i’l)+ i’z(l_f’z)
n, n,

(b —i:z)iz*J

Note: Use inVNorm(1

Confidence Interval for a Difference in Sampling Proportion Mean

where m = z7* \/

_C+C) to find z*

i’l(l_i’l)+ i’z(l_f’z)
n, n,

Two-Sample Proportion Confidence Interval (2-Prop Zlnt function) on TI-83
Select
AL TESTS S—Frorzint
x1i6
Enter niiz3
Select [EDIT |:|=||_|: Values | | #2:8
Optuirf B reharalTs P Loetsos
£:TInterval, Specify —| Calculate
3 %—Earqp%%nt... Confidence 4
amFTInt..
A: 1-FrorgInt. Interval |
E-Prorint.. Press Enter on Calculate
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Example 1: At a community hospital, the radiotherapy department is experimenting with a new cancer
treatment for early detection of stomach cancer. A random group of one sample of 316
patients with stomach cancer found that 259 went into remission after the treatment. Another
random sample of 419 patients with stomach cancer underwent the traditional surgery to
remove the cancer part of the stomach. For this group, it was found that 94 went into

remission after the surgical procedure. Let p, be the sample proportion of all patients with
stomach cancer that underwent surgeries and p, be the sample proportion of all patients with

stomach cancer that received the new radiotherapy treatments. Find the 95% confidence
interval for the difference between the two samples.

ny =419 z* = invNorm(0.975) = 1.959963986
=94 .
2 5 (P, — P,) =0.8196202532 — 0.2243436754
Pr= yi (p, — b,) = 0.5952765778
p,=0.2243436754
n =316 s |Pl=p)  pa(l-p,
X1 = 259 n, n,
p= o) e (0.8196202532)(1—0.8196202532)+ (0.2243436754)1-0.2243436754)
. 3l6 (316) (419)
= OBI90202532 qp _ .020718078
C-Level = 0.95 ’
~ Area=95% (D, = Dy )iower = invNorm(0.025, 0.5952765778, 0.029718078)
Area =2.5% [° (P, = Py )upper = invNorm(0.975, 0.5952765778, 0.029718078)

—

@z)nower 0.5370 (P — Py )upper = 0.6535

N

(i’1 - i’z) (i’1
0.5953

__

(i’l - i’z )lower

- i’z )upper

+ Margin of Error

or Using the 2-SampTInt

m =2 z*(SE) =1 1.959963986 x 0.029718078
@gin of Error =+ 0.0582

Select TESTS
STAT EDIT CALC Z—PropzInt Z—PropzInt
&T2—-FProrsd . x1iz259 LLO37ERS. 653520
i EIhtEFual nli3ile BFi=. 2195202532
2:TInterval.. w2 9d Br=.2243436754
S12-SameZint.. n2igdls ni=3ilG
HiZ2-SamrTInt.. C-Lewesl:.95 nz=419
A:1-FProrZlnt.. Calculate
M-ProrfInt..
Select
. . . 0.65352-0.53703
Option B Press Enter to Calculate (p,— D)= ( 5 )
(p, — p,) =0.595275

We can say with 95% confidence that the
difference between the two procedures

the cancer remission rate is 0.5953 + 0.0582

(radiotherapy compared to surgeries) in terms of

m == (0.65352 — 0.595275) = % 0.058245

@nce Interval = 0.5953 £ 0.0582
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Two-Sample z-Test: - a significance test comparing the two independent sample proportion means after one
of them has converted to a z-score with the other sample proportion means as z = 0.

Steps for Two-Sample z-Test for a Proportion Mean: Two-Sample z-Test Proportion Statistics
1. State the Hypothesis (A A )
A n n A — P~ D
(Ho: p, =p2and Hy: p, #p; 0r p, >p; 0r p; <p2). Zhi=hs 5 (=p) p.0—p,)
2. Calculate the Two-Sample z-test statistics. \/ PP P Py
3. Determine the P-Value. n, n,

2-PropZ-Test function on TI-83 Plus

Select
TESTS EET?EPETEEJL
Enter Hi: 23
Values X218
E% n%:l? LFZ_ *FZ
. Fl: F F
E:T—TEE.L.. Select H, type——p Calculate DOraw
Si2-SamriTest..
Select %:%—Eamp%?&-&%...
Option 6 tl1-PrordTest..
- %IEEEEEL'T?L" Press Enter on Press Enter on Draw

Calculate for P-Value for P-Value along with
Normal Curve

Fixed Significance Level Two-Sample z-Tests for Sample Proportion Means

Given a fixed significance level, o, the CONCLUSION can be drawn after z-test is performed.

1. If P < a, then H, is True (Statistically Significant)
2. If P> o, then Hy is True (NOT Statistically Significant)

Two Sample Proportions One-Sided z-Tests

A Sample can be tested for Significance Level as a = tail probability. The CONCLUSION can
then be drawn. (H,: p, < p,,or H,: p, > p,)

H,is True when P< o
(Statistically Significant)

H,is False when P> o
(NOT Statistically Significant)

P
P
A A ﬁZ ﬁl
Dy D, =0 p
z z=0
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Two Sample Proportions Two-Sided #-Tests
A Sample can be tested for Significance Level as a = combined tail probabilities. The
CONCLUSION can then be drawn. (H,: p, # p,) Total P
H,is True when Total P< a
(Statistically Significant)
H,is False when Total P> a
(NOT Statistically Significant)
i’ 1 ﬁz i’l
-3 z=0

Example 2: The Santa Clara County Clerk wishes to improve voter registration. One method under
consideration is to send reminders in the mail to all citizens in the county who are eligible to
register. As a pilot study to determine if this method will actually improve voter registration, a
random sample of 1500 potential voters was taken. Then this sample was randomly divided
into two groups. One group consists of 800 people. No reminders to register were sent to them.
The number of potential voters from this group who registered was 378. Another group
contains 700 people. Reminders were sent in the mail to each member in this group, and the
number who registered to vote was 392. The county clerk claims that the proportion of people
to register was significantly greater with the group that received the reminders. On the basis of
this claim, the clerk recommends that the project be funded for the entire population of Santa
Clara County. Use a 5% significance to test the claim that the proportion of potential voters
who registered in the group that received reminders was significantly greater. Find the P-value
of the sample test statistics.

x1 =392 x, =378 1. Stating Hypothesis 2. Calculate Standard Error
n = 700 ny = 800 — — ~ ~
.32 . 378 SE:\/pl(l—pl)erz(l—pz)
P™5%00 P2 oo m n,
=056  p,=0.4725 SE \/ (0.56)1-0.56) , (0.4725)1-0.4725)
700 800

3. Calculate z-test statistics SE = 0.257595553

z., . = (131_132)
e \/ﬁl(l_ﬁl)_l_f’z(l_ﬁz)

n n,

P=10.00034

. (0.56-0.4725)

n \/ (0.56)1-0.56) _ (0.4725)(1-0.4725)
700 800

2=3.39679@

p,=04725 5 =0.56 puax=1
z=0 7=23.396797775

4. P-Value = normalcdf(0.56, 1, 0.4725, 0.0257595553) =3.4095 x 10 CP-Value = 0.0003

Lh-p
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Since P (0.00034) < a (0.05), H, is true and H, is false. Hence, the proportion from the group that
received reminder in the mail that actually registered to vote was significantly higher than the

increase voter registrations.

proportion of registered voters from the other group that did not get the mail reminder to vote.
Therefore, the county clerk is correct to make the claim that mail reminders will significantly

Using 2-PropZTest of the TI-83 Plus Calculator,

Select
STAT ° ° TESTS

Select
Option 6

—ProrZTest...
— %E Interwal..

2-FPraorZTest
Z92

xl:

Enter J | nl®
W

Values ez

/Eé 1 culate Dr‘*iw

Select H, type
FEE
3ra
21515
FFRZ AFZ

Press Enter on
Calculate for P-Value

Press Enter on Draw for P-Value

along with Normal Curve

2= PFDPETEEt

— (131_132)

n n,

Z5 5 ~ ~
e \/Pl(l pl) pz(l_pz)

(0.56-0.4725)

Fi*F
f =3. 38252413

F1=. 06
Pe=.4725
4P=.013333333

Fp=3.2916vVedE 4

=z ek F=HE "4

2-FProriTest

255, \/(0.56)(1—0.56) , (04725)1-0.4729)

700

Lhi-ps

=3.396797775 (very close)

25
BE=.31 33333333
ni1=vda
nz=2HAA

\ P-Value = normalcdf(0.56,
\1, 0.4725, 0.0257595553)

P-Value = 3.4095 x 10~

12.2 Assignment

pg. 682 #12.21; pg. 668 #12.23;
pg. 690-693 # 12.25, 12.27, 12.29, 12.31 and 12.33

Chapter 12 Review
pg. 695-696 #12.35 to 12.40
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Chapter 13: Inference for Tables: Chi-Square Procedure

13.1: Test for Goodness of Fit

Chi-Square (%) Test for Goodness of Fit: - an overall test to compare ALL Categories of a Sample
Distribution against a Population Distribution with the SAME Categories in order to judge
whether they are significantly different.

- it is very useful when dealing with Distributions with Categorical Variables (Bar Graphs
and Pie Charts) as well as Distributions with Quantitative Variables (Dot plots,
Histograms, and Stem plots).

- involves calculating the chi-square (%) statistics and the degree of freedom (df).

Chi-Square (/%) Statistics (X%): - the sum of all comparisons between the observed count (O) from each
category of the sample distribution with the expected count (E) from
the same category of the population distribution.
- similar to the variance quantities, it measures the overall amount of
deviation between the categories of sample and the population distributions.

Degree of Freedom (df): - measures the number of ways to compare with the sample distribution based on
the number of categories in the sample.
- equals to (n — 1) where n = number of categories in the sample.

Chi-Square ( }’2) Statistics

._ vy (0-E)
X = ZT with (n — 1) degrees of freedom (df)

O = Observed Count of Each Category in Sample Distribution
E = Expected Count of Each Category in Population Distribution
n = number of categories in the distribution

Counts: - number of subjects that fit into a particular category in the distribution.
- also refer to as frequency.

Characteristics of }/Z-Distribution:

1. It takes positive values because X is the sum of all average variance between two distributions.
Therefore, the distribution starts at 0 on the horizontal axis.

2. The total area of the distribution curve is 1.

3. The curve is skewed to the right.

4. As the degree of freedom increases, the shape of the 3/-distribution approaches the symmetrical
normal curve. This is because of the law of large numbers and the central limit theorem. In essence,
the bigger X value is required to achieve the same upper tail probability. This makes sense since
the more number of categories that we have in a distribution; the probability that two distributions are
significantly different requires a larger overall deviation between them.
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Families of 72 Distributions

df=1
/

df =25

Drawing 7* Distributions on TI-83 Plus

g}pdf (X, df) to be drawn in screen

Note: Using zpdf to draw 7 Distribution does not calculate
P-value. To calculate P-value, one must use the 72-

2nd

DISTR

VARS

Select
Option 6

A\ 4

.?Eli ORAL
fnormalrdfs

2inormalcdi

JrirwHorme

4:trdfe

o todf e

%l{zpdﬂ
XEcdf

Distribution Table or 72cdf.

Example: Draw the ;(2 distributions for degree of freedom of 1, 5, 10, and 25. Use Window Settings
x: [0, 30, 2] and y: [0, 0.2, 0.1].

Enter
2/pdf
Functions

1

Flatl Flotz Flok: WIHOOL
S BNERdE a1 Bmin=A
S = B a amax=3a
SMrBXEpdf oK. 180 necl=2
SMyBRERdE O, 250 “Ymin=A
wHe= Max=
wME= Ve l=
M= Aares=1
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Goodness of Fit Test: - is required to compare the sample distribution (actual population) categories
expressed in percentages are significantly different than the population
distribution (hypothesized) categories expressed in percentages.

Four Steps of Goodness of Fit Test:

1. State the Hypothesis
(Hy: Actual Population Percentages = Sample Distribution Percentages and
H,: Actual Population Percentages =Sample Distribution Percentage)
(0-EY
P
3. Determine df = (n — 1) where n = number of categories.
4. Find the P-Value either using the 7’- Distribution Table or z*cdf Function of the TI-83 Plus Calculator.

2. Calculate the Chi-Square ( 72) Statistics: X* = Z

Assumptions Using the Goodness of Fit Test:

a. All individual count must be at least 1. (No categories with 0% or 0 count.)

b. There should be no more than 20% of all expected counts are 5 or less. (That is, if there are 10
categories, only 2 categories can have counts that are S or less.)

Critical Chi-Square (1 *): - the chi-square value corresponding to the a-level of the goodness of fit test.

Accept Hy Accept H, Accept Hy Accept H,
P-Value P-Value

v
v

»
»

lz X \ Zz X2 lz " Zz
H,is True when P< o

RN (Statistically Significant)

v

H,is False when P > o
(NOT Statistically Significant)

;(zcdf Function on TI-83 Plus
2 edf (XPiow, XPhigns df) = Upper Tail Probability

nd Select D?HgFi
. thormalr
Option 7 |52 pyoprmal odf ¢
IJtinubarme
4 tpdf
i
[

Lodf o
XEpdf'r
Gl cof
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Probabality g

Tuhle eriry for g is the poinl
0¥ with probahility p lving

ahone L
1
()
Tahle .,i:': critical valnes
Tail prababiliiy
df 25 i S R Rk 25 o ] [0S nos ol S0
| 132 1.6 207 271 184 502 54 .63 7. a.14 loE: 122
2 217 323 174 4.41 5.00 1.8 T.82 921 1060 1198 1382 15M
3 4.11 4.6 532 25 1.81 015 0,84 1.4 12.84 14.32 1627 1773
] 53 5.00 .74 1.78 9.45 11.14 1167 1328 14 86 1642 1847 200
5 643 1.20 512 0y 1La? 1283 13,39 15,06 16,75 | &30 sl 111
6 TE4 B.56 G45 10,654 12.50 14.45 15,03 16.5] 1E.55 2025 246 M0
7 G4 6,50 10,75 1202 1407 1.0 1562 18.4% 2028 2204 2437 2602
b J0.22 1103 1203 13,36 15.5] |7.53 1817 20 2145 2377 612 2TET
0 11.35 1224 1320 14,65 15492 Ja.im 14,6 .67 2350 2546 J1.BE 2047
10 ]2.55 1344 14.53 15.00 1531 MR 2114 2311 2514 a7.11 05 3142
11 13,70 1443 1577 17.28 158 21.82 2262 24.72 RE 873 w304
12 1485 15,51 1580 18.55 R NIk Rl 208 2622 A0 LR el ME2
13 15,08 16 S8 1520 19,81 2136 2474 2547 .60 24 k2 1] BB MEE AR
14 17.12 1&.15 15,41 210G LYY .12 6.ET 2014 3132 3343 T P )
15 18.25 19.3] RIEEAN 3 2500 740 28.26 IR 1280 a5 7T 3T
[ 19,37 2047 21.70 2354 2630 .85 20 63 G L 35 4 w25 4131
17 .49 2141 2298 2477 27.50 CIAL 3.0 3341 3572 AT 45 qnTa 42ER

I8 21.60 2276 24,16 25.00 28,67 71.53 3135 351 17.16 3042 4231 4443
[a 272 2340 2533 1.0 0.4 RS 3169 619 15,58 400,58 4182 4587
X 13E3 2504 26.50 2841 .41 3417 3502 I1.57 4000 423 45.31 4750

2l 24.03 26,17 2T ki .62 3267 B[R AN EHRE 41.40 4378 4680 494
2 . 2730 882 WAl 31452 WHMIR FLGL 4nag 4280 4520 4827 5051
2] 4 BA43 0 a8 3201 3517 AR 3ROT 4164 44 18 462 4073 52
2 2824 29.55 .13 31.20 642 36 4027 42,58 45,56 4503 LI 5348

25 .3 LIE] 1228 A28 AT 155 4065 dLAT 44.3] 46 53 4644 5162 5408
21y .43 1179 3343 35.56 1580 41.82 4284 45.64 4820 5083 5405 5641

I 31.53 241 W 57 374 401l 4319 4414 i B 48 4 523 5548 5TEA
28 1262 303 35,71 311 41.34 $446 4542 48,28 5049 53.50 JAE9 5830
21 11.71 15.14 35BS .06 42 56 4572 s 5 40,59 5234 s 58.30 6073
in 350 W 25 3744 40.26 4377 4608 410 5089 5347 533 S R ' ]
40 45.62 473 4024 5181 5576 My a0 HiEs £ 77 6570 1340 6
50 5.33 5B £0.35 G317 6750 7142 761 Th15 T9.40 B2af B BOSG
Gl ¥ O (=47 7.3 7440 To08 Eiin B4 RERE 0195 0534 noal ey
RO BE13 L4l L1l BRI T ) [ ¥ [0&.1 123 116.3 1201 245 1283
L0 [an.1 [y 4.7 1185 124.3 L6 1311 1358 140.2 [44.3 494 1532
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Using the }/Z-Distribution Critical Values Table:

1. Converting Upper Tail Probability (Area RIGHT of the ;(z-score boundary) to ;(Z-score
a. Look up the df (degree of freedom) from the row heading.
b. Look up the upper tail probability, p, from the column heading.
c. Follow that row and column to find the 7*-score.

Example: Find * when p = 0.05 and n = 6 (df = 5). Upper tail probability. p
df 0.05

v

2. Converting ;(z-score back to Upper Tail Probability (Area Right of the ;f—score boundary)
a. Along the row of df (degree of freedom), look up the closest 7*-score(s) from INSIDE the table.
b. Follow that column(s) back UP to the heading and locate the corresponding upper tail probability.
c. May have to average the probabilities or guessed if the #-score used on the table is not exact.

Example: Find P(y* > 22.37) when n = 15 (df = 14)

Upper tail probability

df 0.10 0.05
| Area = 0.075 T T
> 1477 > 21.06 23.37

¥+ =22.37 is between 21.06 and 23.37

n ~ 0.075 aver@
0 7 =2237 ( ( ged)

Shadez* Function on TI-83 Plus ClrDraw Function on TI-83 Plus
Shadey’ (X’iows X’hign, df) = Upper Tail Probability ~ (To be used to CLEAR any Previous
with Curve Drawn Draw or Shade Functions)
DISTR
0 Select DRAW 2nd ?E]? EDIHTS STO
tOir-an
Select MLt Linec
DRAW ZiHorizontal
Option 3 DISTE d4illertical
: ShadeHorme PRGM 2: Tandentc
2 Shade_1.¢ %¢Eﬂa§Fc
JShadeX 2 ¢ Select SE
i Shadef Option 1
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Example 1: The final marks of all the Algebra II classes at Suburbia High School are distributed against all
the Algebra II classes in the County. Using the significance level of 0.05, evaluate whether the
school performance in its Algebra II classes is significantly different than those in the county.

Results of 273 Algebra II Students in Results of all Algebra II Students in
Suburbia High School the County
Final Marks Percents of Population Final Marks | Percents of Population
90% — 100% 5.56% 90% — 100% 8.56%
80% — 89% 18.33% 80% — 89% 21.33%
70% —79% 21.11% 70% — 79% 25.67%
60% — 69% 15.33% 60% — 69% 12.11%
50% = 59% 18.00% 50% — 59% 20.89%
below 50% 21.67% below 50% 11.44%
1. Calculate the Counts in Each Distribution using sample size of 273.
Results of 273 Algebra II Students in Results of all Algebra II Students in the County
Suburbia High School (Actual Population) (Hypothesized Population using a Total of 273 Students)
Final Marks % Population Observed Count (0) % Population Expected Count (E)
90% — 100% 5.56% 273 (0.056) = 15.288 8.56% 273 (0.0856) = 23.3688
80% — 89% 18.33% 273 (0.1833) = 50.0409 21.33% 273 (0.2133) = 58.2309
70% — 79% 21.11% 273 (0.2111) = 57.6303 24.67% 273 (0.2467) = 67.3491
60% — 69% 15.33% 273 (0.1533) = 41.8509 12.11% 273 (0.1211) = 33.0603
50% — 59% 18.00% 273 (0.1800) = 49.14 15.11% 273 (0.1511) = 41.2503
below 50% 21.67% 273 (0.2167) = 59.1591 15.33% 273 (0.1533) = 41.8509

2. Check Conditions for Goodness of Fit Test.
a. No categories have a count of zero in both distributions.
b. More than 20% of the counts (2 out of 6 categories) have counts more than S in both distributions.

3. State Hypothesis
Hy: Actual Population Percentages = Hypothesized Distribution Percentages

H,: Actual Population Percentages = Hypothesized Distribution Percentages
4. Calculate 3* Statistics

2
Final Marks (0-E)
E
90% — 100% (15.288 - 23.3688)" — 5 704295327
23.3688
80% — 89% (50.0409 - 58.2309)° _ 1.151898734
58.2309
70% — 79% (57.6303 - 67.3491)" — 1 40246972
67.3491
60% — 69% (41.8509 —33.0603)" — 5 337384971
33.0603
50% — 59% (49.14-41.2503)" _ 1509016082
41.2503
Below 50% | (59:1591-41.8509)° _ 7 158120548
41.8509
2
X2 =27(0—E) Cxe- 16.35318538>
E

Copyrighted by Gabriel Tang B.Ed., B.Sc.

5. Find P-Value from z’-Distribution Table
(n = 6 categories; df = (n—1) =5)

Upper tail probabilit
df 0.01 0.005

1

5T >15.09 16.75
- =16.35 is between 15.09 and 16.35

@ 0.0057 (X* closer to 16.@

Since the P (0.0057) < a. (0.05), the
distribution from the Algebra II classes in
Suburbia High School is significantly
different than the distribution of all the
Algebra II classes in the county. This is most
likely due to the number of students in the
below 50% category (largest deviation with
Suburbia school having a larger percentage
compared to that of the county).
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Or Using the TI-83 Plus Calculator.

2
1. Enter Data in L; and L, 2. Calculate @ in L3 3. Sum (L3) for X°.
L; = Actual (Sample) Population For L3, type: LIST
Proportions (Suburbia High)_“(273 x L; — 273 x L,)*/(273 x L,)”
L, = Ideal (Hypothesized) STAT
Population Proportions L1 Lz L OE

(County) ALPHA
AMES DPS

AT
. . 11E13 ]

cii el et liming

STAT g ENTER MEM “ WSS R et i maxt
. 183 | FiEEL ot

elev? Mmean
L1 Lz L: zl | | | _____| _____ .
TS + Lz =_ -0 273z 21 ek gﬁﬂ%ani Select
ABzE | gz L = = Te L MATH
<111 .cHB7 . Tlatodleut
A e Use Quotation Mark for Formula
- Select Option 5
Lzimy = sumiLz

, , ,  » 16.42921716
4. To Find P-Value of X, use either y*cdf or Shade” functions @_
Zcdf (16.42921716, 1 x 10”, 5) or Shade*(16.42921716, 1 x 10™°, 5)

?EIE ORrAL
2nd % Hgﬁﬁg%g%gg Note: May have to do ClrDraw and erase all functions
DISTR g %_QEFE'FN from screen before using Shade;(z.
vars NS
H}HEE-:IF-: a. Set Window c. Enter Parameters
Select/ |sumcLz ) W IHOOW Shadexzi16. 42921
Obtion 16.42921716 Amin=g rle. 129,52
p NecdfiAns: 1995 nmax=20
2 necl=1
LHESY1IY21G $m1n= 'éEIS
M=,
WeCl=, B3
P-Value = 0.00572 Ares=1
] b. Get Shadey’ Function d. Press QDN
Since the P (0.00572) < a Select
(0.05), the distribution from 2nd  [RMEIIS } DrRAWI
the Algebra II classes in i
Suburbia High School is o fl‘::ﬁc; VARS
significantly different than the P DTETR
distribution of all the Algebra 12 ShadeHorme
II classes in the county. This is ‘ 2:Shade_t.¢ RFCO= UNER T dF=
most likely due to the number . EHESE%E ‘ Tow=16.4292\up= ieas
of students in the below 50% \
category (largest deviation
with Suburbia school having a @alue = 0.00572
larger percentage compared
to that of the county).
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Example 2: A six-sided dice is rolled 100 times and the following results were recorded. Determine
whether the dice is significantly different than expected at a 0.05 level.

Results Frequency
1 18
2 12
3 24
4 20
5 10
6 16
1. Calculate the Expected Counts using Theoretical Probability.  P(a specific number) = %
Results | Observed Count Expected Count © _EE )
1 (18-16.667)" —
1 18 Z = B 10-667) =0.10667
100 x p 16.667 i
1 (12-16.667)" —
2 12 _ = L2=0.067) =1.3067
100 x = 16.667 e
1 (24 -16.667)" —
3 24 - = 5~ 10007) =3.2267
100 x : 16.667 i
1 (20-16.667)" —
4 20 - = 0 ~0.067) =0.66667
100 x - 16.667 i
1 (10-16.667)" —
5 10 - = B0=0-597) =2.6667
100 x p 16.667 i
1 (16 -16.667)" —
6 16 - = B0 =70:007) =0.02667
100 x = 16.667 T

X2=27(0_E)2 Xx2=8§
E

2. Check Conditions for Goodness of Fit Test.
a. No categories have a count of zero in both distributions.
b. More than 20% of the counts (2 out of 6 categories) have counts more than 5 in both distributions.

3. State Hypothesis
Hy: Theoretical Count = Sample Experimental Count
H,: Theoretical Count =Sample Experimental Count

4. Calculate 7 Statistics (see above) 5. Find P-Value from #’-Distribution Table

(n = 6 categories; df = (n— 1) =5)
Upper tail probability, p
df E 0.20 0.15 S

1

Since the P (0.16) > a (0.05), the experimental s 799 312

frequency distribution is NOT significantly SR ' '

different than the theoretical distribution of A7 =8 1s between 7,29 and 8.12
rolling a six-sided dice 100 times. __P~0.16 (X* closer to 8.12D
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Statistics AP

Or Using the TI-83 Plus Calculator.

1. Enter Data in L; and L,
L1 =

Sample (Experimental) Count

L, = Theoretical (Hypothesized)

Count
STAT ENTER
1
1B 16.667 | ccmeee
iz 16.667
Y 16.667
] 16.667
in 16.667
16
Lzi?) =

%
5. To Find P-Value of X°, use either )(chf or Shadc;(2 functions O

Zedf (8,1 x10%, 5)

2. Calculate (
For L3, type:

2
O_—E‘) in L3
E

3. Sum (L3) for X°.

3 LIST
“(L] _ LZ) /Lz”
STAT
L1 Lz LCIHIE
ALPHA 18 16.567 | .10EE7
MEM * 1i 15,667 | &.EEE? 2 ma:{'i
16 16.667 | HZEER Zimeaht
+ T =" (L 1-LziZ-Lz" 4: gﬁﬂ%ani Select
I’ r f PO MATH
Use Quotation Mark for Formula Chstdbews
Select Option 5
sumiLz2 .

or Shadez*(8, 1 x 10%, 5)

Al
2nd
e
ZrineHarme
41 tedf
E todfe

VARS KEpdf

DISTR

%lﬂﬂlﬁ Or
normalFdes

normalcdf

Rt .
Selec;fi.um rLza

Option
Hzchi?: lE

I3,
QEZI06

2
2

=
2
s

C P-Value=0.1562 D

the experimental frequency
distribution is NOT

theoretical distribution of
rolling a six-sided dice 100
times.

Since the P (0.1562) > a (0.05),

significantly different than the

Page 180.

Option 3

Note: May have to do ClrDraw and erase all functions

from screen before using Shade ;(2

a. Set Window JRMUALYE . Enter Parameters

W IHDOL
Bmin=A
amax=2a
nacl=1
Ymin=-.H@5
Ymax=.2
Ve l=.85
Aares=1

?hade}ﬁ'ﬁﬂs 1e93.5

b. Get Shadez’ Function
2nd
Select

DISTR

VARS

Select
} DRAW

OISTR
1:ShadeMarmi
ZiShade_t.©

ShadeXkz
i Shadef |

d. Press BOAYNN N

Area=. 15626 dF=E
Taa=H

« UF=1ES9

P-Value = 0.1562

13.1 Assignment

pg. 710-711 #13.1, 13.3 and 13.4;

pg. 716 #13.9,13.10 and 13.12
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13.2: Inference for Two-Way Tables

Multiple Comparison: - a chi-square comparison of a two-way table (row x column) — (horizontal by
vertical) between the sample distribution and a theoretical distribution.

Example: A Two-way table of with 4 rows by 2 columns (4 x 2)

Never or Only Applied for Applied for Social

Highest Education Level Social Assistance Once Assistance More than Once
within the last 10 years within the last 10 years
Did not finish High School 38% 62%
High School Diploma Only 63% 37%
Attended College Courses Only 79% 21%
A‘Ftalned a Post-Secondary 89% 1%
Diploma or Degree

Cell: - an element from a specific row and column within a two-way table.

Example: The cell from row 3 and column 2 of the above table indicates that 21% of the people surveyed
who only took some college courses applied for social assistance more than once within the last
10 years.

Expected Counts of a Two-Way Table: - because each cell of the two-way table is two-dimensional (row
and column), its expected count has to account for the row total
and column total of that cell.

Expected Counts of a Two-Way Table

The expected count (E) of any cell of a two-way table can be calculated as follows:

X
Expected Count = Row Total x Column Total = Tota X Cout

Table Total T

total

Example 1: A survey was conducted recently from a local social security office to understand the number
of applications for social assistance based on the applicants’ highest education levels. 100
samples of each of the four highest levels of education (did not finish high school, finished
high school only, some college courses only, and college diploma or certificate) were
randomly taken, and the number of times they applied for social assistance in the last ten years
were recorded as shown below. Calculate the expected count of the cell that describes the
number of people who took some college courses and have applied for social assistance more
than once within the last 10 years.
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Never or Only Applied for Applied for Social
Highest Education Level Social Assistance Once Assistance More than Once Total
within the last 10 years within the last 10 years

Did not finish High School 38 62 100
High School Diploma Only 63 37 100
Some College Courses Only 79 21 100
A‘Ftained a Post-Secondary %9 11 100
Diploma or Degree

Total 269 131 400

For the cell that describes the number of people who took some college courses and have applied for
social assistance more than once within the last 10 years (row 3 and column 2), 7o = 100, ctota = 131,
and T = 400

= liow X Cu _ 100131 E = 32.75 (for row 3 and column 2)
]—;/)fn/ 400

Chi-Square Test of a Two-Way Table: - a significance test using the y>-distribution by comparing the
observed count of a sample distribution with the expected count
of a theoretical distribution from a two-way table.

- the null hypothesis is all proportions from one category are
equalled to all others.
- the degree of freedom is also two-dimensional (¥ — 1) x (¢ — 1).

Five Steps of Chi-Square Test of a Two-Way Table:

1. State the Hypothesis (p1, p2, p3, ... = sample proportion in each category)
(Hy: pr =p2=p3=... and H,: not all of p1, p2, and p3 are equal)

2
2. Calculate the Chi-Square ( 72) Statistics: X = Z@ from all the cells.

el

Determine df = (r — 1) x (c — 1) where r = number of rows and ¢ = number of columns.

4. Find the P-Value either using the /- Distribution Table or z*-Test Function of the TI-83 Plus
Calculator.

5. Follow-up Analysis: - by examining the numbers in the two-way table, provide a reason for the

conclusion as demonstrated with the P-value and a-level.

gf-Test function on TI-83 Plus
S Select TESTS Specify Matrix ¥e-Test .
l that houses the Egﬁggggg EE}
EOIT CHLLC IIIﬂE Two-Way Table Calculate DOraw
riZIntervwal..
et
Select |25 o fImg Press Entér on
i H: 1-Praorslnt..
Opi"’" C [B:2TRrorZIne Calculate Press Enter on
BixE-Test.. Draw for 3 Curve
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Using a Graphing Calculator to Operate with Matrices

5. Enter the dimensions
A. To Enter a Matrix: 2. Use ° {0 AcCesS EDIT of the matrix.

1. Press 2nd MATRX
-1

X
HMAMES MATH I!!lll MATRIXIAI 3 x4
3. Select Option 1 if the desired - E E } [0 0 0 -
name of the Matrix is [A]. T . [C] E g g g -
Otherwise select other options l ; [O] -
for other names. St [E]
oo I BE
6. Enter the elements of the B. To Recall a Matrix from the Home Screen:
matrix (along each row).
1. Press 2nd MATRX
MATRIA Al 3 =4 R MATH EDIT
-3 1 0 ] X S
T S ) : [E]
B 2. Select Option 1 if the desired |38 [IZ]
matrix to be recalled is [A]. . E (D]
Otherwise select other options E . E E }
Fa4=-4 for other matrices. r
74 [15]
7. Press 2nd QUIT 3. Press
. MODE
when finished. 4. Press again to [A]
[z 2 1 @]
C. To Delete a Matrix: see the entire matrix on the home EEI 4_2 5_3 E'_q_} ]
screen. (Highly recommended for
1. Press 2nd MEM matrices bigger than 3 x 3 to verify
if there are any mistakes while
+ entering elements.)
2. Select Option 2.
3. Press 4. Select Option 5. 6. Press IRAN{S next to the matrix
’ that needs to be
S. Press DEL pHEeH
J}IEIHE'IE- RAM FREE 24835
FAM FEEE 2435
Hem Famt. Del. ifs. [REE 183848\ \Rpr FREE 183530
:Clear Entries Zipeal.. + [A] 113
4:ClrAllLists SiComElex..
2t Archive 4:ilist..
i UnArchive Matrix..
rhReset. . Y-Wars..
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Statistics AP

Example 1: Using the table on page 182, evaluate if the evidence shows that the proportions of people who
never or applying for social assistance once in the past 10 years are significantly different
based of their levels of education.

1. State the Hypothesis:
2. Calculate y’-Statistics

Hy: p1 =p2=p3=ps and H,: not all of p1, p2, p3, and p, are equal

) ) ¥ XC
a. Determine Expected Count for all Cells in the Two-Way Table (E = —2<— ol )
total
Never or Only Applied for Applied for Social
Highest Education Level Social Assistance Once Assistance More than Once | Total
within the last 10 years within the last 10 years
Did not finish High School E = 100x269 _ ¢~ 55 E = 100x131 =32 75 100
400 400
High School Diploma Only E = 100x269 _ 795 E = 100x131 =32 75 100
400 400
Some College Courses Only E = 100x269 _ g7 55 E = 100x131 =32 75 100
400 400
Attained a Post-Secondary E = 100x269 _ g7 55 E = 100x131 =32 75 100
Diploma or Degree 400 400
Total 269 131 400
b. Calculate (0-E) and y’-Statistics of each cell.
E
Never or Only Applied for Applied for Social
Highest Education Level Social Assistance Once Assistance More than Once | Total
within the last 10 years within the last 10 years
Did not finish High School ~ 88=6725) =12.722119  (62-3275) =26.1240458 | 100
67.25 32.75
2 2
High School Diploma Only (63-6725) — 02685874 (7-3275) —(.55152672 100
67.25 32.75
2 2
Some College Courses Only (19-67.25F —7.0529740 (21-32.75) — 421564886 100
67.25 32.75
Attained a Post-Secondary  (89-67.25) — 70343866 (11=3275) = 14.44465649 | 100
Diploma or Degree 67.25 32.75
Total 269 131 400

X? =ZM — 12.722119 + 0.2685874 + 2.0529740 + 7.0343866 + 26.1240458 + 0.55152672 +

E

4.21564886 + 14.44465649
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1. Determine df.

== x(e-D=@-Dx@-1)

2. Find P-Value from z*-Distribution Table (df = 3).

Upper tail probability
df 0.0005

3 > 17.73
X?=67.4139 is beyond 17.73

@005 (X* is way smaller than the last reading for the@

3. Follow-up Analysis:

Since the P << 0.0005 << a (0.05), the proportions of people who never or applying for social
assistance once in the past 10 years are significantly different based on their levels of education.
We can see it most clearly with the group who has never finished high school as compared to the
group who has finished college. The high school dropouts have a higher than expected proportion
to apply for social assistance more than once within the last 10 years. This is in contrast to college
grads that have a lower than expected proportion to apply for social assistance more than once
within the last 10 years.

Or Using TI-83 Plus Calculator

1. Enter Two-Way Table in Matrix A.

1. Press 2nd [RIINYSS 3. Press IRONENO >- Enter the elements of the
matrix (along each row).
-1
X 4. Enter the dimensions of the matrix. [MATEIXIA] 4 =Z
(T B2 1
2. Use to access EDJT (D 3 2 T ) HEE 0 ]
\\ E :E] ﬁ’_ i
HAMES MATH [2Andd] MATRIX[A] H
EH [H] [ (. 1 _
: [B] [0 0 | y,z=11
e (A
: .P
E EH 6. Press 2nd QUIT
?i (NER 1:1=H when finished. MODE
Expected Counts
Select TESTS Specify Matrix :’{EETEE‘L BT -~ Automatically
sered:
L that houses the Evmoniods [EF]‘/ Calculated
EDIT CALC Two-Way Table Calculate Draw
riEInterwal..
2iTInterwval..
A 2-SamrZInt..
Select [BF2—5amFTInt.. Press Enter on
¢ A: 1-ProrFZInt.. Calculate
Option C |B: Z2-ProrsInt.. Press Enter on
> Test.. Draw for 5 Curve
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Xe=Test
¥2=E£7, 41394478 -/
LSET1E-14

df=3
T Pvalue = 1.5271 x 107~

HEsh/ M1ZE pE0

3. Double Check Expected Count

Table 4. Press again
1. Press 2nd MATRX - ATH EDIT
-1 q0E] 453 3o
X 0] [[EF.25 32.7a]
. a: [0 [67.22 32.73]
2. Select Option 2 to recall St [E] o [67.23 32.73]
Matrix [B]. E: [F] [67.23 32.7311
7 [5]
3. Press Same as calculated before

Since the P (1.5271 x 107'%) << a (0.05), the proportions of people who never or applying for social
assistance once in the past 10 years are significantly different based on their levels of education.
We can see it most clearly with the group who has never finished high school as compared to the
group who has finished college. The high school dropouts have a higher than expected proportion
to apply for social assistance more than once within the last 10 years. This is in contrast to college
grads that have a lower than expected proportion to apply for social assistance more than once
within the last 10 years.

Other uses of Chi-Square Test: - instead of testing the H being no difference between different
proportions, there are other situations where we test for no relationship
between two categorical variables.

Situations where Hy: No Relationship between Two Categorical Variables

1. Individuals that are from two independent SRSs using several populations, and are classified using one
categorical variable with the other variable specifying which populations they came from.

Example: Two independent random surveys were conducted on the attitude of young people towards
various political issues. Their results were compared to evaluate their reliability.
2. Individuals from a single SRS are classified into two categorical variables.

Example: A random survey was conducted on the attitude of young people towards various political issues
based on their education levels. The results are tested to see if there is any relationship between
the two variables.

3. Individuals form an entire population are classified into two categorical variables.

Example: All students in a particular a high school was asked to participate on a survey regarding their
attitude towards various political issues based on their grade levels. The results are tested to see
of there is any relationship between the two variables.
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Example 2: All students in a particular a high school was asked to participate on a survey on how often
they follow current events. The following results are categorized based on their grade level.
Using the result collected, is there any relationship between grade level and how often these
high school students follow current events. Evaluate with a significance level of 0.03.

Number of Times Following Current Events in a Week
Grade | Never Onceor Twice Three or Four Times Five Times or More Total
9 123 114 87 30 354
10 91 107 99 45 342
11 74 98 109 56 337
12 58 85 119 99 361
Total 346 404 414 230 1394

1. State Hypothesis:

Hy: No Relationship between Grade Level and Number of Times Students Following Current Events.
H,: There is a Relationship between Grade Level and Number of Times Students Following Current

Events.

a. Enter Two-Way Table in Matrix A.

Using TI-83 Plus Calculator, calculate y’-Statistic and P-Value.

5. Enter the elements of the
matrix (along each row).

6. Press

when finished.

MATRIXIAD 4 =4
TR L)

-9g ing
- BE iig ﬁé-

y,y=949

2nd

OUuIT

MODE

Expected Counts

" Automatically
E E }/ Calculated

= LT

1. Press 2nd [ALLVNIV.C 3. Press IO NN
X ! 4. Enter the dimensions of the matrix.
2. Use ° to access EDIT 1‘&”?%:‘““1“5)
HAMES MATH |=Axkll MATRIAIA] 4 =4
5E[FI] [ (. 0 -
i [B] [n 0 0 -
I [C] ] 0 0 -
5t [E]
&: [F]
7l [5] 1.1=H
b. Perform the y’-Test
Select TESTS Specify Matrix ~ [%2-Test.
| that houses the—pBbseryed:
IT CAHLLC Two-Way Table Calculate
Zlnterus
2iTInterwval..
Q1 2=SamPe k...
Select B 2-5amrTInt.. Press Enter on
¢ A: 1-Prorglnt.. Calculate
Option C |B: Z2-ProrsInt.. Press Enter on
— W 2 —-Tast..
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¥ei-Test
Hzi?géggggmﬁ 4 C&X*=79.8537
F=1. E-13
df=2 _Value =1.7279 x 10 3~ 0 >

K= BEZY PN

3. Double Check Expected Count

Table 4. Press MU G again
1. Press 2nd MATRX : EIH EDIT
1 [B] d4=d [E]

X L] [[27.2651363 18.
4: [O] [S4.28866571 29,
2. Select Option 2 to recall E: H;} [23.640624]1 7.
Matrix [B]. SV IR] [89.8025823 18

3. Press [ OWY A )

Since the P (1.7279 x 10'14) << a. (0.03), there is a relationship between grade level and the number
of times a high school student follows current events in a week. As the grade level increases, there
is a higher proportion of students following current events more frequently (three to four times
and even more than five times a week). We CANNOT ascertain a “cause and effect” to this
relationship, but we can hypothesized that the higher grade level a student become, the more
current event knowledge one requires for social studies courses.

13.2 Assignment
pg. 722-723 #13.13 and 13.14; pg. 728 to 729 #13.15 to 13.17
pg. 735-736 #13.19 and 13.21; pg. 738 to 740 #13.23, 13.25 and 13.27

Chapter 13 Review
pg. 742-747 #13.29 to 13.31, 13.33 and 13.37
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Chapter 14: Inference for Regression

14.1: Inference About a Model

Linear Regression Model: - (y =a+bx) or (y = b, + b, x ) outlines parameters of slope (b or b;) and y-

intercept (a or by).

- because linear regression came from statistical points, the slope and y-
intercept calculated can be subjected to confidence interval as well as
significance test.

Assumptions for Regression Inference

1. Each value of the y-variable is independent from each other. That is, one response taken is unrelated
from another.

2. Each value of the y-variable can be normally distributed and have the same unknown standard
deviation.

3. The mean response has a linear relationship with the explanatory variable.

True Regression Line: - the average linear relationship that measures the mean response (the mean of each
y-value) against x.
- the slope, b, becomes the unbiased estimator of the true slope (f).
- the constant (y-intercept), a, becomes the unbiased estimator of the true
intercept, (o).

True Regression Line

M=ot fix

M,=mean y-value o = true intercept [ = true slope

P(y|x)
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Standard Error About a Line: - the standard deviation of a line as estimated from the sum of all sample
residuals of the response variable [Residual = y — y (Observed —
Predicted)].

- the degree of freedom is (n — 2) due to the two dimensional nature of a
linear relationship.

Standard Error and Variance About a Line

z:(Residual)2 = \/ L Z(y—jz)z

n—2

Standard Error About a Line =s = \/ 5
n —_—

3" (Residual)’ = ﬁz(y_ 5)

. . 2
Variance About a Line=5s" =

n—2

Example 1: Using the data below,
a. Determine the equation of linear regression model.
b. Calculate the variance and standard error about the line.

Comparison between Number of Absences and Final Score for an Algebra I Class
in Suburbia Public High School

Student ID | Number of | Final Marks | Student ID | Number of | Final Marks
Number Absences (%) Number Absences (%)
1 3 75 11 2 52
2 6 67 12 3 65
3 8 51 13 3 88
4 1 88 14 4 67
5 2 80 15 8 72
6 4 78 16 1 91
7 10 42 17 0 83
8 7 55 18 2 67
9 3 70 19 3 63
10 5 65 20 4 85

a. Determine the equation of linear regression model.

Entering Data using TI-83 Plus Calculator:

1. Turn Diagnostic On
STAT NNl Enter Values -
? ° ENTER

20" Score entered

] Lz Lz z 0
£ Egr’:tg E 0 i Select DiagnosticOn
d:1C1rList. ) 5 CATALOG B| [0iagnosticOn
5t SetrEditor i P Dellar Done
=t e e OerendAsk
Lzizl =25 OerendAuto
det.© _
0iz9nosticOf
FOia9nosticOn
dime
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2. Obtain LinReg (a + bx) and copy Equation to J'GEE Screen

To access Y, press JYN NI
NIV:VA Select CALC, use
ENTER VARS Select Option 1 for Y,

EDIT TESTS DiagnosticOn YHRES EEﬂilE >
ZTMed— Dore Function 1
4: LlnEeEI'ia::Hb} ,Choose LinReada+bx) arametric.. The
SiGuadRea Option 8 Rglar... 3:?3
&:CubicEeg Li e 414y
et ReS s | Regressi Y
inkeda+b: egression . 1
LnkEe3 “ f bx) Select Option 1 [ S
LinReg (a + bx) Y; calculates the equation and copied into the JACHEN Screen.
ENTER ENTER
DiagnosticOn Linke3a AME Flotz Flotz . .
=g+ S B2T. 563745769 Least Square Line Equation

Oone
LinFegta+bxa Y4 3=83.56374d577 BA3E6+ -3. 3B32267 76

h=-3.383226777 | [9E838w ,—5 =83.56375 — 3.38323%

FE=. 43530aRre | [“Fi= (
r=-16538405458 | |\bi= N r=-0.6598
wMy=
wHe=

b. Calculate the variance and standard error about the line

1. Use Lz = “(L, — Y1(Ly))” for (y- ) 2. For (y—$)? run 1-Var Stats on L;

L1 Lz | *:| Y((L;) means 1-Mar Stats L: 1:E'§E 5'+fit5
) - 12822 | each y value for f;_ -fE -7
i |&@ [zEes | eachof the | Fuz=1973, 4246
z Bil z202? | individual x 28 5:-::—1El. 121391832
5|8 | e : =3, 533339307

values in L; «Lr'|=2EI
Lz="Lz=-%4 Ly 2"

Note: LinReg (a + bx) Y must be ran

=
prior to entering formula for Ls. Z(y-5)° = 1973.4246

Variance: &= %Z(y— ) = (201 2)(1973.4246) = 109.634
- -

Standard Error: 5= \/ 1 ZZ(y—j/)z = 5% = J109.6347
.

Confidence Interval of Regression Slope: - this is a confidence interval based on #-distribution (two-
variable statistics usually deal with small number of data sets collected).

Confidence Interval of Regression Slope

b+ t*SE,

A

S e-zy
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Example 2: Using the data from the previous example, determine the 95% confidence interval for the
regression slope.

First, we have to calculate the standard error of the slope, SE,.

SE,= I S s =10.4707 and b = -3.38323 (from last example)
> (x-x)
1. For X, run 1-Var Stats on L; 2. Use Ly = “(L; — 3.95)”” for (x—x)
1-Var Stats - L= Lz L & |W1 ey

®=3.95 75 1.5859 [ .BozE

: £
zxe=445 5 ]

Sx=z.bA5253943 B0 | FRus | Thos

(IS STEIIT || & || A
Ly ="(L1-3.950:2"

3.Sum Ly for ¥ SE, = 5 _ 104707 ~ Sk, - 0.908096
JZ(X —x)f 13295
STAT
Upper tail probabilitv, p

Select MATH on Menu df 0.025
AWHEIMES T = sumcLy 2 132,95
el S 187 2.145

2imax
Jimeant y §
4imediant

UMl —

O gnTs L
FlstoDew
Finally, at C = 0.95 and df = (n — 2) = 18, £* = 2.145 Coivdience level ©

b+ t*SE, = —3.38323 + (2.145)(0.908096) (~3.38323 + 1.94786) % /day of absence

We are confident that a student’s final average will drop 1.43537% to 5.33109% per day of
absence 19 times out of 20.

Select Option 5 959/,

Significance Test for Regression Slope:

1. To test whether the regression slope has a slope of 0 (no relationship as null hypothesis) or there is
in fact a linear relationship (alternate hypothesis) when Hy: #=0 and H,: S+ 0.

2. To test whether the regression slope has a slope of 0 (no relationship as null hypothesis) or there is
in fact a POSITVE linear relationship (alternate hypothesis) when Hy: f=0 and H,: > 0.

3. To test whether the regression slope has a slope of 0 (no relationship as null hypothesis) or there is
in fact a NEGATIVE relationship (alternate hypothesis) when Hy: =0 and H,: <.
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t-Ratio: - similar to #-statistic, it is the #-score (ratio of slope versus the standard error of slope) that we use
to compare with the critical #* of a pre-set significance level.

Four Steps of Linear Regression #-Test: {-ratio

1. State the Hypothesis (Hy: =0 and H,). (=
2. Calculate the z-ratio. b
3. Determine the P-Value.

4. Compare with significance level and conclude the case.

with (n — 2) degrees of freedom (df)

LinRegT-Test function on TI-83 Plus

Select
STAT TESTS Specify Data_{= 1 repa oo
Location ¥listilz
Leave EPE:"} <8 8
OIT CALC B S ookl
B % EENF’%% £ Freqas 1 Eglculate
arrTIn
A 1-Prorzlnt. Select H, type
Select E;%Elj?gz%[”t'" Leaving it blank \
Option E |0 2-SamFrFTest... assumes Regression Press Enter on
—>| B inkedTTest.. Equation is at Y, Calculate for P-Value

Fixed Significance Level Linear Regression 7-Tests for Linear Relationship

Given a fixed significance level, a, the CONCLUSION can be drawn after #-test is performed.

1. If P < a, then H, is True (Evidence strongly shown there is a Linear Relationship)
2. If P > o, then Hyis True (No Linear Relationship)

Two Variable Statistics One-Sided Linear Regression 7-Tests

A Sample can be tested for Significance Level as a = tail probability. The CONCLUSION can
then be drawn. (H,: <0, 0r H,: > 0)

H,is True when P< o
(Statistically Significant)

H,is False when P> o
(NOT Statistically Significant)

~
I
(=2 —]
~

B B=0
t=0

~
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Two Variable Statistics Two-Sided Linear Regression 7-Tests

A Sample can be tested for Significance Level as a = combined tail probabilities. The

CONCLUSION can then be drawn. (H,: S+ 0) Total P

H,is True when Total P < o
(Statistically Significant for a Linear
Relationship)

H,is False when Total P> o
(NOT Statistically Significant for a
Linear Relationship)

B B=0 B
—t t=0 t

Example 3: Using the data from the Example 1 of this section and a significance level of 0.03, evaluate the
evidence that there is a linear relationship between number of days absent and the final mark.
Determine if there is indeed a negative relationship between the two variables to the same
significance level.

b=-3.38323 1. Stating Hypothesis 2. Calculate ¢-ratio
SE,=0.908096

b —3.38323
df—(n-2) =18 SE,  0.908096
o =0.03

3. Fine P-Value from #Distribution

Critical Value Tabl ino df = 18 Upper tail probability
ritical Value Table using df = i ST g
P ~0.00075 T T

(¢is in the middle of the two p values. 18 3611 3.922
Therefore, we can take P as 0.0015) t= 3.7256 is between 3.611 and 3.922

Since P (0.00075) < a (0.03), H, is false and H, is true. Hence, there is significantly enough
evidence for a linear relationship between the number of absences and the final average.

Or using the TI-83 Plus Calculator

Select Specify Data L:}::TEEET[EEt
istilq
STAT TESTS Location =41listilz
Fre=:l
Leave £ & PIEH <@ B
DIT_CHLLC Freq as 1 Ee? 1 )
a: % EEHE?%M Select H, type atculate
A: l1-ProrZInt.. L
Select [Bf2-Frorilnt.. Leaving it blank
Option E E §25£ﬁ§%T95t assumes Regression Press Enter on
P —| B inReaTTezf Equation is at Y, Calculate for P-Value
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b _ —3.38323
SE, 0.908096
t-ratio = —3.7256

LinReaTTest true slope LinkedTTest

=3+ _ =3+

E#0 and P B=-3.38323 E#0 and pEAE
b=-3. reSE4323e h=-3. 383226777
F=. BE154 7686 standard error [ ==1@. 37A55599

dF =15 : r2=. 435308073
3=03. SEIFASTT ?Z";‘g 2;},“6 r= - 6595463498

P-value = 0.001548

true intercept o = 83.56

Since p (0.0015) < a (0.03), H, is false and H, is true. Hence, there is a significantly evidence for a
linear relationship between the number of absences and the final average.

Data from Computer Assisted Program Minitab on Example 3

aand b Standard Error tratio P-Value
Predictor Coef Stdev t-ratio P
(aor o) Constant 83.5637 0.0577 1448.24 0.0000
(bor p AbDays -3.383227 0.908096 -3.73 0.0015
(Standard Error of Slope) (Only gives Two-Sided P-Value)
s = 10.4707 R-sg = 43.5% R-sqg(adj) = 44.0%

(Standard Error About a Line)

Testing if there is a Negative Linear Relationship between the two variables:

Select Specify Data L,&:TEEET[EEt
is i
STAT ° ° TESTS Location Er{éij" Lz
Leave B 5 pid0 M 0
DIT_CALC Freq as 1 EE? ot
B % EEHE?%nt Select H, type 2ELEE
A: 1-ProrZInt.. L.
Select E: 2-Pror?Int.. Leaving it blank
Ovbtion E E %25£ﬁ§%T95t assumes Regression Press Enter on
P —| B inReaTTest.. Equation is at Y, Calculate for P-Value
- true slope -
LinResTTest p=—338323 _ |"inReglTest
B<A and P48 B<A and poB
t-ratio = —3.7256 t=-3. 725643232 | standard error b=-3. 38322677 r
P-value=7.7x107* 3=23. 56374577 s =10.470 r=-. 6598409493

true intercept o = 83.56

Since p (7.7 x 107*) << o (0.03), H, is false and H, is true. Hence, there is a significant evidence
for a negative linear relationship between the number of absences and the final average.

14.1 Assignment
pg. 760-761 #14.1 and 14.2; pg. 768—769 #14.5, 14.6, 14.8 and 14.9

Copyrighted by Gabriel Tang B.Ed., B.Sc. Page 195.




Unit 4: Inference: Conclusions with Confidence Statistics AP

14.2: Inference About Prediction

Prediction Interval: - a confidence interval of a prediction using the linear regression model with a and b
as the estimators of the true constant and slope (o and f).
- when calculating prediction interval, we use the symbol, x¥, instead x.

Prediction Interval

yx t*SE

Two kinds of Prediction Intervals

1. Prediction Interval for the Mean Response: - when the predicted response ( ) found is for ALL
Observations of x*.
- the prediction interval is narrower than if the predicted
response ( ) for a single observation of x*.

2. Prediction Interval for a Single Observation: - when the predicted response ( ) found is for a Single
Observations of x*.
- the prediction interval is wider than if the predicted
response ( J7) for a all observations of x*.

Prediction Interval for the Mean Response Prediction Interval for a Single Observation

y+t*SE, yE*SE;
D O i A B Ca
SEﬁ S\/n+2(x—§)2 SEﬁ s\/1+n+ (x_)_c)z

Note: In both cases, look up #* from the 7-Distribution critical values table.

Example 1: Using the Number of Absences and Final Scores for an Algebra I Class in Suburbia Public
High School data from Section 14.1 and the linear regression equation, y = 83.56375 —

3.38323x, calculate the final average with a 95% prediction interval for the mean response and
for a single observation when there are 4 absences.

First, for x* = 4 absences, calculate y using the linear regression equation.

83.56375 — 3.38323x* - Upper tail probability, p
83.56375 — 3.38323(4) ! 0.025

3 =170.03% 187 2.145

A

b
b

Next, we look at the 7-distribution
table for #* at 95% confidence interval 95%
using df =(n —2) = (20 - 2) = 18.

Confidence level C
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For SE, and SE;we will need s, x, and £(x — X )

s =10.4707 (Example 1,Section 14.1) ¥ =3.95 and I(x — ¥ )* = 132.95 (Example 2, Section 14.1)

To calculate prediction interval for the mean response, we need to determine SE e

—\2 2
SE, =s l+("*;’C_)2 =(1o.4707)\/i+M SE, = 2.341759919
no > (x-x) 20 13295

PEr*SE, =70.03% * (2.145)(2.341759919) Z0.03% + 5.02%

To calculate prediction interval for a single observation, we need to determine SE 5

—\2 2
SE; =s 1+l+()‘*;x)2 =(10.4707)\/1+i+w SE, =10.72937081
n Y (x-%) 20 132.95 d

X—X

§+£*SE; = 70.03% + (2.145)(10.72937081) 70.03% + 23.01%

Data from Computer Assisted Program Minitab on Example 1

Fit St dev. Fit 95% C.I. 95% P.I.
70.0308 2.3418 (65.0077, 75.0539) (47.0163, 93.0453)
(y) (SE;) (Mean Response) (Single Observation)

(Only Calculate with 95% Confidence Interval)
y

14.3: Check the Regression Assumptions 14.2 Assignment
pg. 772-774 #14.10 to 14.12

1. Linear Relationship Exists between the Two Variables.

a. Look at scatterplot to see if a linear relationship is possible.

b. Obtain a residual plot and check for any unusual pattern like a non-linear relationship (curved
pattern on the residual plot).

2. Standard Deviation is the SAME for each value of the y-variable.

a. Examine the scatterplot for uniform spread of the data points about the linear regression line.

b. The residual plot should have the same number points randomly above and below the base line
(residual = 0). Look for any outliers (points that are way above or below of the residual plot’s base
line).

3. The values of the y-variable are normally distributed about the Linear Regression Line.

a. Check for skewness by doing a stemplot of the residual values.

b. Throw out any influential points (lone points that are on the far right of the residual plot).

14.3 Assignment Chapter 14 Review
pg. 777-779 #14.13 and 14.14 pg. 781-784 #14.15, 14.17, 14.19
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